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ABSTRACT

Audio packet loss concealment is the hiding of gaps in VoIP
audio streams caused by network packet loss. With the
ICASSP 2024 Audio Deep Packet Loss Concealment Grand
Challenge, we build on the success of the previous Audio
PLC Challenge held at INTERSPEECH 2022. We evaluate
models on an overall harder dataset, and use the new ITU-
T P.804 evaluation procedure to more closely evaluate the
performance of systems specifically on the PLC task.

We evaluate a total of 9 systems, 8 of which satisfy the
strict real-time performance requirements of the challenge,
using both P.804 and Word Accuracy evaluations.

Index Terms— Audio, Packet Loss Concealment

1. INTRODUCTION

As voice communication further transitions more and more
towards calls that are fully packet switched end-to-end (rather
than being fully circuit switched, or circuit switched with a
dedicated packet switched backbone), the need for more ro-
bust packet loss concealment has never been more evident.
Since the tight latency requirements in real-time communica-
tion applications make large buffers and retransmission un-
desirable if not impossible, degraded network performance
leads to audible gaps or annoying distortion in calls at the re-
ceiver side. Audio Packet Loss Concealment (PLC) is the task
of fixing or hiding these gaps and making the audio stream
appear as seamless as possible to allow for high quality com-
munication even when packets get lost.

As algorithms and hardware have advanced, it is now pos-
sible to perform PLC using machine learning rather than basic
digital signal processing, with potential for vast quality im-
provements. In the PLC Challenge held at INTERSPEECH
2022, we for the first time brought together researchers work-
ing on the topic to compare approaches on a common dataset,
with many interesting approaches and results [1].

2. CHANGES FROM THE 2022 PLC CHALLENGE

In this edition of the challenge, we build on this success, and
make some changes based on lessons learned:

A more challenging dataset: The dataset in the 2022
PLC Challenge was, while not easy, still largely focused sce-

narios where there is only a relatively low amount of packets
lost, with not too many packets being lost in a row. Many par-
ticipants built systems with good performance in these sce-
narios, but which may not be able to perform well for longer
sequences of losses. To challenge participants to also tackle
harder cases with long burst losses, the dataset in this chal-
lenge focuses more on such cases. Additionally, while the
2022 challenge used wideband audio, the audio used in this
edition is full-band, making the task once again somewhat
more difficult, especially given the latency and compute con-
straints remain unchanged.

Better evaluation procedure: In the 2022 challenge, we
performed objective evaluation using a ITU-T P.808 CCR
procedure, obtaining a single rating for each file. In this chal-
lenge, we switch to the newer ITU-T P.804 [2] standard, in
which listeners are asked to evaluate an audio file on multiple
scales: Coloration, Noisiness, Discontinuity, Reverb, Signal
Quality and Overall Quality.

3. CHALLENGE DESCRIPTION

3.1. Dataset construction

The dataset for the ICASSP 2024 challenge is built upon the
same framework as before, leveraging real-world packet loss
patterns combined with data that is either in the public domain
(conversational speech, sourced from the LibriVox Commu-
nity Podcast)1 or was collected by us explicitly for use in chal-
lenges (read speech), allowing us to have a realistic dataset
while avoiding the potential for privacy issues. Audio seg-
ments were selected by filtering using DNSMOS [3] and man-
ual inspection to avoid very noisy base audio clips, and were
cut to 10 to 15 seconds of length using the WebRTC Voice
Activity Detection to avoid cutting off parts of words. All
clips were normalized to −6 dBFS peak amplitude.

Packet loss traces were selected as follows: First, we se-
lect packet loss trace segments according to the longest burst
loss present (exclusive higher edge). We then select traces for
5 equally sized packet loss brackets (0% to 10%, 10% to 20%,
20% to 30%, 30% to 40%, above 40%) for each of these burst
loss ranges. We select a total of 600 traces:

• 0–120 ms burst: 20 per loss bracket, 100 total
1Librivox Contributors, “The LibriVox community podcast”, https://

librivox.org/category/librivox-community-podcast/

https://librivox.org/category/librivox-community-podcast/
https://librivox.org/category/librivox-community-podcast/


Table 1. ICASSP 2024 Audio Deep PLC Challenge results. Differences between systems significant at p < 0.05 except where
indicated (NS). Columns that contributed to final evaluation score in the challenge highlighted, best system for every metric
bolded.

P.804 Scores

Place System Coloration Noisiness Discontinuity Reverb Signal Overall WAcc Final Score

Raw (Clean) 4.43 4.17 4.55 4.40 4.34 4.01 0.98 0.87

1 (shared) 1024K 4.05 4.26 3.90 4.21 3.78 3.49 0.81 0.72
}

NS
1 (shared) NWPU & ByteAudio 4.11 4.03 3.82 4.14 3.73 3.44 0.84 0.72

3 SpeechGroupIoA 4.05 4.23 3.67 4.15 3.64 3.37 0.81 0.69

4 HWYW 3.99 4.14 3.49 4.09 3.49 3.21 0.81 0.66

5 LEIBUS 3.74 3.82 2.94 3.87 2.98 2.75 0.84 0.59

6 Regenerate 3.53 3.42 2.90 3.64 2.83 2.56 0.83 0.57

Raw (Lossy) 3.60 3.67 2.47 3.72 2.58 2.37 0.83 0.51

7 CQUPT ISARL 2.93 3.19 2.65 3.13 2.34 2.11 0.81 0.50

8 NJUAcstcs 2.92 3.18 2.68 3.15 2.39 2.17 0.64 0.45

(DNF) Enchanto 3.73 3.59 3.36 3.85 3.21 2.91 0.82 0.63

• 120–500 ms burst: 40 per loss bracket, 200 total
• 500–1000 ms burst: 40 per loss bracket, 200 total
• 1000–3000 ms burst: 20 per loss bracket, 100 total

Additionally, we include a total of 200 traces also used in
the 2022 PLC Challenge to allow for limited comparability.
Further details about the dataset creation procedure and data
sourcing can be found in our previous work [1]. On Oct. 11,
2023, we first released a validation set constructed in this
way, followed by a blind set with no references on Dec. 1,
2023. Participants submitted the output of their systems for
this blind set for evaluation by the deadline of Dec. 7, 2023.

3.2. Evaluation procedure

We perform a P.804 evaluation using the Amazon Mechanical
Turk crowd-sourcing service. For quality control, we include
both two gold questions (clips where the expected answer for
a scale is known ahead of time, with either very low or very
high quality) and one trapping question (questions where the
rating clip is replaced by instructions to select a specific an-
swer regardless of quality). We only use answers from listen-
ers that consistently answer these quality control questions
correctly [2]. After quality filtering, we obtain on average
approx. 5 ratings for each clip.

4. RESULTS AND CONCLUSION

The results can be found in Table 1. We also include one sys-
tem that did not meet latency requirements (marked DNF).
We perform statistical testing (one-tailed related-sample t-test

between systems adjacent to each other in the scoreboard, no
FWER correction) on the final score to see whether the dif-
ferences we obtain are significant. Based on this, the winners
of the ICASSP 2024 Audio Deep Packet Loss Concealment
Grand Challenge are, sharing the first place, teams 1024K and
NWPU & ByteAudio. For detailed results, including objec-
tive metrics, and copies of both validation and blind set with
reference audio included, please refer to our challenge web-
site 2. For details on the top 5 systems from the challenge,
please refer to participant challenge papers.

We would like to thank all participants for their submis-
sions, and hope that the challenge has served to move the state
of the field of machine learning based packet loss conceal-
ment forward.
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