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Abstract

Research interest in speech interfaces that can function even when an audible
acoustic signal is not present – so-called Silent Speech Interfaces – has grown
dramatically in recent years, as the field presents many barely exploded
avenues for research and huge potential for applications in user interfaces and
prosthetics.

EMG-to-Speech conversion is a type of silent speech interface, based on
electromyography: It is the direct conversion of a facial electrical speech
muscle activity signal to audible speech without an intermediate textual
representation. Such a direct conversion approach is well suited to speech
prosthesis and silent telephony applications and could be used as a pre-
processing step to enable a user to use a regular acoustic speech interface
silently. To enable these applications in practice, one requirement is that
EMG-to-Speech conversion systems must be capable of producing output in
real time and with low latency, and work on EMG signals recorded during
silently produced speech.

The overall objective of this dissertation is to move EMG-to-Speech conversion
further towards practical usability by building a real-time low-latency capable
EMG-to-Speech conversion system and then use it to evaluate the effect of
audible feedback, provided in real-time, on silent speech production.

Specific issues we address in this dissertation include:

Enabling real-time low-latency EMG-to-Speech conversion: We
build a low-latency EMG-to-Speech conversion system capable of
operating with close to no delay. We introduce new EMG preprocessing
and feature extraction methods to achieve this goal, and implement
them in a flexible framework that enables pipelined, multi-threaded
real-time processing of biosignals. We also investigate the potential of
different approaches for mapping EMG features to audio features, and
different vocoding techniques used to convert audio features to an audio
waveform.
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Practical corpora and evaluation: We record several new data corpora
designed to evaluate specific facets of EMG-to-Speech conversion. Specif-
ically, we record data for comparing the conversion of isolated and
continuous speech, data to investigate the potential of speak-along
recordings for training and evaluating EMG-to-Speech conversion, and
data to investigate how to compensate for time-correlated changes in
the EMG signal. We also introduce and verify the TLAcc a method to
better compare F0 trajectories of two pieces of speech for similarity.

The effect of feedback: We perform a study in which participants can hear
either simplified or complex (full-speech) system feedback output while
they are speaking and investigate whether this changes user speech –
either while feedback is present, or even afterwards as the participant
learns to use the system. We find limited evidence for the former for
sessions in which the system was able to produce reasonably accurate
feedback.



Zusammenfassung

Das Forschungsinteresse an Sprachschnittstellen, die auch dann noch funktio-
nieren, wenn ein hörbares akustisches Signal gar nicht vorhanden ist – soge-
nannte Silent Speech Interfaces – ist in den letzten Jahren stark angestiegen, da
das Forschungsgebiet viele bisher kaum untersuchte Forschungsmöglichkeiten
bietet und ein großes Potential für praktische Anwendungen im Bereich der
Benutzerschnittstellen und Prothesen hat.

EMG-to-Speech-Konversion ist eine Art Silent Speech Interface, basierend
auf Elektromyographie. Es handelt sich hierbei um die direkte Umsetzung
von Sprach-Gesichtsmuskelaktivität in hörbare Sprache ohne eine textuelle
Zwischenstufe. Ein solcher Ansatz ist gut zum bauen von Sprachprothesen
und für stille Telefonie geeignet und kann zudem als Vorstufe verwendet
werden um die stille Benutzung von herkömmlichen Sprachschnittstellen zu
ermöglichen. Damit dies gelingen kann ist es notwendig, dass das EMG-to-
Speech-Konversionssystem seine Ausgabe in Echtzeit und mit niedriger Latenz
sowie mit EMG-Signalen die während dem stillen Sprechen aufgezeichnet
werden funktioniert.

Das übergeordnete Ziel dieser Dissertation ist es, EMG-to-Speech-Konversion
durch die Entwicklung eines Online-fähigen EMG-to-Speech-Systems näher
an die praktische Verwendbarkeit zu bringen und mit diesem den Einfluss
von hörbarem Feedback auf EMG-to-Speech-Konversion zu untersuchen.

Im speziellen beschäftigen wir uns in dieser Dissertation mit folgenden Pro-
blemkomplexen:

EMG-to-Speech-Konversion in Echtzeit und mit niedriger Latenz:
Wir entwickeln ein onlinefähiges EMG-to-Speech-Konversionssystem,
das nahezu ohne Latenz arbeitet. Um dieses Ziel zu erreichen führen
wir neue EMG-Features und Vorverarbeitungsmethoden ein und imple-
mentieren sie als Teil eines flexiblen Frameworks, das uns ermöglicht,
Biosignale effizient und in mehrere Stufen aufgeteilt sowie parallelisiert
zu verarbeiten. Wir untersuchen das Potential verschiedener neuartiger
Ansätze für die Konversion von EMG- zu Audiofeatures und evaluieren
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verschiedene Vocoding-Ansätze, die die Audiofeatures zur Ausgabe in
eine Audio-Waveform überführen.

Praxisorientierte Korpora und Evaluationsansätze: Wir nehmen
mehrere neue Datensätze auf, um bestimmte Facetten der EMG-
to-Speech-Konversion genauer zu Untersuchen. Insbesondere nehmen
wir Daten auf, um isolierte Worte mit kontinuierlicher Sprache zu
vergleichen, machen Aufnahmen bei denen eine vorhandene Audiodatei
still mitgesprochen wird, um das Potential solcher Aufnahmen Für
Training und Evaluation zu untersuchen, und präsentieren einen Korpus,
mit dem Methoden zur Kompensation von Zeitkorrelierten Änderungen
im EMG-Signal untersucht werden können. Wir präsentieren des weite-
ren eine neue Methode zum Vergleichen zweier F0-Trajektorien – die
TLAcc.

Der Einfluss von hörbarem Feedback: Schlussendlich führen wir eine
Studie durch, im Rahmen derer Teilnehmer*innen beim stillen Sprechen
entweder vereinfachtes (Sprachkorreliertes Summen) oder komplexes
(Hörbare Sprache) Feedback hören. Hierbei untersuchen wir, ob und
wie sich dies auf die Sprachproduktion auswirkt – entweder während
Feedback vorhande ist, oder auch darüber hinaus. Wir können letz-
tere Annahme nicht bestätigen, finden aber teilweise Belege für die
erstere Annahme – für diejenigen Aufnahmen in denen das System gut
kontrolliert werden konnte.
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Chapter 1

Introduction

This chapter introduces and motivates the goals of this thesis. It first
gives a brief introduction to Silent Speech Interfaces based on direct
synthesis and explains the importance of real-time feedback. Thereafter,
it summarizes the main contributions of this thesis. Finally, it presents
a brief outline of the structure of this document.

1.1 Speech technology

Audible speech – be it face to face or via telephony – is the primary way
in which humans communicate with each other. With advancements in
computing power and speech technology research, speech communication has
become even more important as speech-based man-machine-interfaces have
become ubiquitous. Where available, speech interfaces offer a natural, mobile,
hands- and eyes-free alternative to touch-based means of interaction.

Most people, in most situations, do not have any trouble using these speech
interfaces – however, there also many reasons why people may be unable or
unwilling to use an audible acoustic speech interface:

Acoustic noise sensitivity: In environments where background noise
drowns out the audible acoustic speech signal – e.g. at a busy air-
port or in a car – the performance of audible speech interfaces degrades.
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In extreme cases, such as on a factory floor loud enough to require
hearing protection, they may stop working altogether.

Disturbing bystanders: In places where silence is expected, such as in a
library or on public transport, speech interfaces cannot be used. Even
in places where silence is not expected, quiet may be preferable – such
as in a call center, where reduced noise levels make for a better work
environment. Finally, a user of a speech interface may be wary of
transmitting confidential information such as private data, passwords
or pin codes in case someone is listening in.

Inability to produce a clean speech signal: Finally, people who cannot
produce speech, e.g. laryngectomees, often cannot use speech interfaces
at all or can only use such interfaces with degraded performance.

For speech technology, such people and situations pose an important challenge:
The more pervasive such technology becomes, the more difficult it will be to
justify speech based interfaces simply not being able to handle some situations,
or the exclusion of people from services simply because they are unable to
produce a clean speech signal.

1.2 Silent Speech Interfaces

In those situations, where regular speech interfaces fail to deliver, Silent
Speech Interfaces (SSIs) – speech interfaces that do not rely on the presence of
an audible acoustic signal to function – can continue to function, expanding
the scope of situations in which speech can be used to communicate.

SSIs have been built using many different modalities [SWH+17] – exam-
ples include ultrasound [GGT+18, FHG+17], permanent-magnetic articu-
lography [GCG+16], microwave radar [BSW+18], surface electromyography
(sEMG, with muscle movement [JD17] or sub-vocal [KKM18]), non-audible
murmur recorded with a throat microphone [TS05] or even electrocorticogra-
phy [HJD+16] – for a more thorough overview of SSIs, see Section 3.2.

With such signals, it is possible to try to solve a variety of speech tasks, such
as recognizing speech (automatic speech recognition) [WJH+14], analysis of
speech production to investigate how speech and language function on a
physiological level, or, as is the focus of my research, generating an audible
speech signal from a non-audible one (direct synthesis).
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1.3 EMG-to-Speech Conversion

In my thesis, I focus on one specific type of SSI – the direct conversion of
surface electromyographic signals to audible speech in real time and with
low latency, or EMG-to-Speech for short, using a statistical mapping of the
EMG signal to an audio representation which can be synthesized to generate
immediate audible acoustic output. Such interfaces have various advantages
over other approaches:

Surface EMG is less-invasive: Unlike sensors such as needle EMG, elec-
trocorticography or EMA/PMA, surface EMG does not require punc-
turing the skin, implanting devices or even the insertion of sensors into
the oral cavity. This is a critical advantage for any sensing modality
meant to drive practical user interfaces, especially interfaces for healthy
users.

No linguistic restrictions: As direct synthesis attempts to directly con-
vert the input sensor signal to an audio signal without an intermediate
text step, it does not require a vast amount of language-specific infor-
mation (such as a pronunciation dictionary or phone set) – only a set
of parallel signals is required for training.

Direct synthesis can preserve paralingual information: The par-
alingual contents of acoustic speech (e.g. intonation, stress or pitch
and speaker identity) are an important part of speech communication.
They carry emotional context and can help disambiguate language (e.g.
“I never said she stole my money” versus “I never said she stole my
money.”. Direct-Synthesis SSIs can capture such information, whereas
SSI approaches based on speech recognition require an intermediate
text form that discards it.

Direct synthesis enables user-in-the-loop approaches: Feedback is
an integral part of the speech production process. While the pri-
mary feedback mechanism for human speech is somatosensory feed-
back [HN11], silent speech is not merely modal speech without the
sound – it is not a natural way of speaking, and thus presents an ad-
verse condition that humans have to consciously address during (silent)
speech production. It is known that humans produce speech differ-
ently when speaking silently [WTJS09], and complex adaptation of
speakers to their acoustic environment [Lom11] as well as the issues
caused by distortion of audible feedback [SKRL02] are well documented
phenomenona. Mode differences like this are a problem for Silent Speech
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Interfaces, which are usually trained on audibly-spoken speech (because
they require parallel audio and sensor data). A direct synthesis system
is able to produce such feedback, which could allow users to adapt to
the system, increasing performance.

Conversational use: As direct synthesis systems are able to produce out-
put right away rather than having to make a user wait until, at worst,
a complete sentence has been spoken, they enable a natural conver-
sational usage flow that would be hard to achieve with a recognition
based system.

1.4 Problem Statement and Main Contribu-

tions

Previous approaches to EMG-to-Speech conversion have always been tested
in an offline context – making several assumptions that must be overcome
in moving towards a more practical system. With this thesis, we attempt to
address several of those assumptions.

1.4.1 Mode Differences and Parallel Data

It is known that there are differences between the facial movements during
audible speech production versus speaking silently in terms of the produced
EMG signal [WTJS09]. These differences are neither simple hyper- nor
hypoarticulation, but rather than that are complicated and difficult to quantify.
Since they are differences in movement, they affect the EMG signal. This
is a problem for an EMG-to-Speech system trained on audible data: Since
the input is different, output quality degrades. In this thesis we explore and
evaluate two approaches to addressing this problem:

❼ We obtain parallel silently-spoken EMG and audibly-spoken speech
through a speak-along recording procedure.

❼ We evaluate reducing the impact of mode differences via audible feed-
back.

In our evaluation, our goal is to test whether audible feedback changes how
people speak and if the presence of audible feedback improves the performance
of silent speech conversion.
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1.4.2 Building an Online EMG-to-Speech Conversion
System

The engineering challenges of building a practically viable online EMG-to-
Speech conversion system are numerous. Each component of such a system
(both the hardware and software components) must be real-time capable and
cannot introduce large processing latencies, and the entire system must be
implemented in a way that minimizes delays, as feedback that is delayed
beyond 50 ms is known to cause changes in speaking behaviour, including a
higher rate of disfluencies [SKRL02]. Additionally, in practice, the system
has to be designed to be robust towards changes in the signal and artifacts.
One of the contributions of this thesis is building such a system:

❼ We build a system that uses a pipeline architecture to minimize pro-
cessing delay and allow for the use of multi-processing in the conversion
system.

❼ We evaluate the performance of EMG-to-Speech conversion over time
within a session.

❼ We evaluate how to reduce the time taken to train a system and the
potential of adaptation in improving performance.

In our evaluation, we aim to test whether adaptation within a session can
improve the performance later in the session, and whether we can adapt a
pre-trained system to a new speaker.

1.4.3 Improving synthesis quality

The improvements in speed and practicable usability come at the price of
quality. Therefore, even though the main focus of this thesis is real-time
capability, we nevertheless also evaluate ways of improving the output quality
of our system:

❼ We evaluate improving the EMG-to-Speech feature mapping using
different feature transformation approaches.

❼ We explore the use of different synthesis methods in EMG-to-Speech
conversion, including neural vocoders.

In our evaluation, we test if more complex neural architectures can generate
output with a better quality than a feed-forward neural network, and whether
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using neural vocoders can improve the output quality of an EMG-to-Speech
conversion system.

1.4.4 Implications of the Low-Latency Condition

The latency requirements imposed by the requirement to produce output that,
ideally, is concurrent with a users expectation of when speech production
should take place mean that the state of the art TD-15 feature set (which
requires future context at several stages for feature extraction) used in of-
fline EMG-to-Speech conversion cannot be used in online EMG-to-Speech
conversion systems, so an alternative is required:

❼ We introduce and evaluate a different set of features that are causal
and can thus be computed with low latency and without future context.

In our evaluation, we test how much the output quality of EMG-to-Speech
conversion is reduced by not being able to rely on future context.

1.4.5 Evaluation

Finally, when trying to evaluate direct synthesis Silent Speech Interfaces,
there is always the question of how to produce performance metrics. Common
audio quality and audio comparison metrics work well when the signals are
not very distorted, but when distortion is high (as is the case in current
generation direct synthesis SSIs), the metrics become less meaningful. Human
listening tests are the gold standard, however, they are time-consuming and
impractical when exploring a large space of potential parameters or methods.
Additionally, for evaluating silent operation (where no reference is available)
it is not possible to compute metrics which do require such a reference. We
contribute to the problem of evaluating direct-synthesis SSIs in several ways:

❼ We evaluate methods for obtaining reference audio for silently spoken
speech – alignment via DTW as well as evaluation using speak-along
data.

❼ We introduce and evaluate a new metric for comparing fundamental
frequency trajectories, the TLAcc.

In our evaluation, we test how these measures compare to other objective
measures and to gold standard human evaluations of output quality.
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1.5 Structure of the Thesis

The rest of this thesis is structured as follows: Chapter 2 introduces the
physiological and physical basis of the EMG signal and its recording as well
as the fundamental principles of voice conversion. Chapter 3 introduces
related work to position this work in the space of SSI research. It also
introduces the principles underlaying the baseline offline EMG-to-Speech
conversion system used in comparisons between online and offline EMG-to-
Speech conversion. Chapter 4 gives an overview of the recording setups, data
corpora (previous work as well as corpora newly recorded as part of this
thesis) used in this work. Chapter 5 introduces the signal processing and
features used in both conversion as well as evaluation and studies performed to
evaluate different aspects of EMG-to-Speech conversion. Chapter 6 describes
the new low-latency EMG-to-Speech conversion system as a whole as well
as its components. Chapter 7 presents the results of our user-in-the-loop
study. Finally, Chapter 8 summarizes our results and provides an outlook on
potential future avenues for EMG-to-Speech conversion research.





Chapter 2

Background

This chapter introduces the background necessary to understand the
contributions made by this dissertation. It gives an overview of the
speech EMG signal – the biophysiology of its generation and how it
is measured – as well as the basics of audible speech. It additionally
introduces voice conversion as the foundation on which EMG-to-Speech
conversion is built. Finally, it provides some theoretical background on
the statistical methods employed in this dissertation.

2.1 The Speech EMG Signal

To understand the speech EMG signal, it is necessary to understand both the
anatomy of human muscles as well as that of acoustic speech production in
addition to how they relate to each other. The following sections give a brief
overview of these topics and then introduce how the EMG signal is measured.

2.1.1 Muscle Anatomy

All human movement is caused by the contraction of muscles. Muscles
are tissue which, when electrically stimulated, contract. This contraction
is initiated by potentials entering the muscle via the nervous system and
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triggered by, in case of voluntary movement, the brain. There are different
types of muscles: Smooth muscles, the cardiac muscle and skeletal muscles.

Smooth muscle s are not generally voluntarily innervated (though some
can be). They are often controlled by parts of the nervous system
intrinsic to the organ they are a part of itself, or from the autonomous
nervous system. An example are the muscles of the gastrointestinal
tract.

The cardiac muscle is a special case of non-voluntarily innervated muscle
tissue, specific to the heart. Physiologically, it has properties similar to
both skeletal and smooth muscles.

Skeletal muscles are the voluntarily innervated muscles that control move-
ment of the skeletal system. Since speech is produced by voluntary
movement, the rest of this work will focus entirely on such skeletal
muscles

Skeletal muscles are connected to bones or other movable structures in the
body (such as the eye) via tendons at a minimum of two points. They move
these structures by contracting, pulling the attachments points towards each
other. Since muscles can only contract, not expand, they often come in
antagonistic pairs where the contraction of a muscle relaxes its antagonist
and vice-versa – one muscle to move a bone in one direction, and another to
move it in the opposite one. An example of such an antagonistic pair are the
biceps and triceps.

Skeletal muscle movement is initiated through the activation of at least one
motor neuron in the spinal cord by a nerve action potential conducted to the
motor neuron from the brain via the nerves of the central nervous system.
The synapses of such a motor neuron (called neuromuscular junctions, made
up of an axon on one side of the synaptic cleft and muscle cell on the other)
are connected to many myocytes (muscle fibers - the cells making up the
tissue of a muscle). Together, a motor neuron and all the muscle fibers it
innervates make up the smallest unit of a muscle that can be innervated (and
thus, made to contract) on its own. Together, they are called a motor unit.

Principle of Muscle Fiber Contraction

In rest, the membranes of a muscle fiber are negatively polarized with a
potential difference of circa −70mV due to a difference in the concentration
of sodium (Na+), potassium (K+) and chloride (Cl−) ions inside and outside
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Figure 2.1 – Generation (left) of action potentials and their conduction (right)
along a muscle fiber.

of the muscle fiber cell. The membrane allows K+ ions to pass to the outside
of the cell. This diffusion of ions continues until the electrical potential and
diffusion pressure balance out.

Upon activation, the motor neuron releases the neurotransmitter acetylcholine
into the synaptic cleft, which binds to post-synaptic receptors that cause the
membrane potential to become slightly more positive. Once the membrane
potential reaches a critical potential, called the threshold potential, the
cells sodium/potassium channels open, allowing Na+ to rush into the cell,
which causes the local membrane potential to rapidly become even more
positive, resulting in an action potential. The local depolarization causes
further opening of sodium channels along the muscle fiber, allowing the action
potential to progress along it [SL11, p. 30ff]. The total resulting action
potential of all muscle fibers innervated by one motor neuron simultaneously
is called a Motor Unit Action Potential (MUAP). A sequence of such motor
unit action potentials generated from a single motor unit is called a “MUAP
train”. Figure 2.1 illustrates this action potential generation and conduction.

Inside the cell, this causes (via the secretion of another ion, Ca++ [MP13, p.
17f]) myosin heads inside the myofibrils to repeatedly bind to actin filaments
and fold over, causing the myosin and actin filaments inside the muscle cell
to slide past each other and shortening the cell [SL11, p. 26f].

After some time, the Na+ channels close again. Sodium is once again
prevented from streaming into the cell, which allows the K+ ions to return
the cell membrane to its resting potential (superfluous Na+ ions are eventually
removed from the cell by the sodium-potassium pump) and the cell is ready
to start over the process and contract again.



12 Background

Muscle (made of fascicles)

Fascicle (made of

myocytes)

Myocyte (made of myofibrils)

Actin filaments Myosin filaments

Myosin heads

Motor Unit

Motor Neuron

Figure 2.2 – Schematic depiction of the structure of a skeletal muscle.

Muscle Structure

The previous section explained how a single muscle fiber is structured and how
it contracts. A whole muscle is made of many such muscle fibers, connected to
and innervated by one or more motor neurons. Figure 2.2 shows the structure
of a skeletal muscle down to actin and myosin fibers.

The contraction of an entire muscle is achieved by the contraction of some or
all of its muscle fibers. There are two basic mechanism for controlling the
force with which a muscle contracts: Motor unit recruitment and rate coding.

Motor unit recruitment means the activation of an increasing number of
motor units making up a muscle. Motor neurons are recruited by the central
nervous system by size – i.e. by the number of muscle fibers they control,
from smallest to largest. The more muscle fibers are part of a contraction, the
greater the force with which a muscle can contract. How the sizes of motor
units are distributed differs between muscles, depending on function: Muscles
that need to contract with great precision may have motor units controlling
very few muscle fibers (e.g. the ocular muscles, with units with an innervation
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Figure 2.3 – Illustration of two kinds of time offset between acoustic speech
signal (spectrogram, above) and related EMG signals (below): A movement
that anticipates the resulting acoustic speech, and electromechanical delay
(EMG signals have been strongly band-pass filtered for illustration purposes,
phone locations labeled manually).

ratio of as low as 3 [RG11, p. 183]), whereas muscles that do not need such
precision will have motor units with sizes upwards of 1000 [KHJG01, p. 7].

Rate coding, on the other hand, refers to the repeated activation of motor
units. The greater the rate at which a motor unit is repeatedly activated, the
greater – up to the maximum voluntary contraction (MVC) – the contraction
of the fibers that are part of the motor unit.

How much each of these methods contributes to the contraction of a muscle
depends on the structure of the muscle. Generally, for most muscles, maximum
motor unit recruitment is achieved at 50% MVC force, and at up to 80%
for larger muscles [MP13, p. 6ff]. Additionally, the recruitment pattern may
change as muscle fatigue increases.

Electromechanical Delay

Muscles, when innervated, do not move instantly - there is a small delay
between membrane depolarization and movement onset, called the electrome-
chanical delay (EMD) [CK79] and, for speech, further delay between the onset
of movement and resulting sound. Figure 2.3 illustrates these effects. The
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exact delay depends on the muscle and innervation speed and strength as
well as the sound that is being produced. In most EMG-to-Speech conversion
research, the treatment of EMD has been comparatively simple: The EMG
signal was universally delayed by 50 milliseconds, a value that was empiri-
cally determined in [JSW+06]. As this work deals with real-time low-latency
EMG-to-Speech conversion, this isn’t possible here: Any delaying of the EMG
signal relative to the audio signal results in a system being trained to generate
delayed output. We will therefore compare the effect of compensating for
EMD on different types of features later in this work.

2.1.2 The Surface EMG Signal

As explained above, the movement of skeletal muscles is controlled by electric
membrane potentials. These potentials, through volume conduction in the
tissue surrounding muscle fibers, can be measured via surface electrodes. This
is the basis of surface EMG recording.

There are two basic electrode configurations for EMG recordings: Unipolar
derivation and bipolar derivation. In either case, the EMG signal is measured
as a potential difference between two electrodes and differentially amplified
to maximize common mode rejection (in practice, with a common ground
and driven right leg for noise suppression [VRPG90] – explained later in this
section).

The actual interface between ion conduction inside the body and electron
conduction inside an electrical cable is the electrode. Conversion between
ionic and electron conduction is achieved by a chemical reduction/oxidation
reaction (meaning that such electrodes eventually have to be replaced or
re-coated) [OT 19]. The majority of electrodes used in EMG are typically
made from silver and silver-chloride [MP13, p. 125f] (and are therefore usually
referred to as “Ag/AcCl” electrodes). However, the electrodes with which the
data presented as a part of this dissertation was recorded are instead made
from gold plated copper [OT 19].

Recording is performed either in a unipolar configuration, between an electrode
on an electrically active area and a reference electrode on an electrically
inactive area, or in a bipolar configuration, between two (usually close by)
electrodes both on the electrically active area (see Figure 2.4). The advantage
of bipolar measurement is that due to a smaller distance between the electrodes,
noise is more likely to affect both electrodes in the same way, making it
effectively suppressible by differential amplification.
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Figure 2.4 – Unipolar (left, with the reference electrode on the electrically
inactive ear lobe) versus Bipolar (right, deriving between two electrodes on
electrically active territory) signal derivation.

Five factors determine what kind of signal arrives at an EMG electrode: The
active motor units, the units firing rate, the position of the electrodes relative
to the motor unit myocytes recorded, the conduction between myocytes and
electrodes, and body-internal as well as external noise and artifacts. In the
following, each will be briefly considered.

The amount of active motor units and the firing rate (also called rate coding)
have, from a surface EMG perspective, a similar effect: Both result in more
motor unit action potentials per second. Whether these MUAPs belong to
the same MUAP train or not does not matter – while it is possible to record
single fibers and differentiate single action potentials with invasive EMG
recording, this is not possible with surface EMG, where they primarily result
in an increase in signal amplitude.

The reason for this is the effect of volume conduction in tissue on the surface
signal. These effects are two-fold: It leads to a spatial low-pass filtering
(washing-out over space) of the signal [MP13, p. 89], as well as the summation
of signals from multiple sources (either different fibers within the same muscle,
or different muscles).
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The main effect of electrode position relative to the signal source is attenuation.
While the human body is not a perfectly homogeneous conductor, the signal
energy of EMG potentials still broadly decreases with the inverse of the
square of the distance between fiber and electrode [Lag02, p. 31ff]. The
other effect is the position of an electrode pair with regard to muscle fiber
direction – electrode pairs parallel to the muscle fiber direction will measure
a stronger signal than electrode pairs orthogonal to it. Figure 2.1 shows why:
If electrodes are placed orthogonal to a fiber, the action potential reaches
them at the same time, and no potential difference can be measured.

Finally, there are many artifacts to consider in electrophysiological recordings.
These can be split into two groups: Biological artifacts and technical artifacts.

Biological artifacts are artifacts that originate within the body. Examples
include:

Muscle cross-talk: Due to the effects of volume conduction, it is not easily
possible to record signals just from a specific muscle or group of muscles.
Instead, the signal will often contain EMG signals originating from
muscles we did not intend to record. This is called “muscle cross-talk”.
A special case of muscle cross-talk is interference by the heart muscle,
which (for facial sEMG) can occur when detachment of one electrode
of a pair effectively causes derivation between the ground electrode
attached to an extremity and the electrode still attached to the face.

Other electrophysiological interference: There are other sources of elec-
trical fields in the body. An artifact that can sometimes be found in
facial EMG recordings close to the eye is interference from the electric
dipole of the eyes (the so-called electrooculogram).

Movement artifacts: Finally, muscle contraction changes the shape of the
muscle and surrounding tissue unless counteracted, which changes the
properties of the volume conductor and can therefore result in low-
frequency artifacts. For this reason, medical EMG is often measured
under isometric contraction (contraction of a muscle without changing its
length, e.g. pushing against a solid obstacle without any actual motion).
For user interface applications, we cannot in general restrict the users
movement, so this is not an option, however, movement artifacts are a
type of artifact that can be target-correlated: Since we are interested
in generating speech signals that the movement would have resulted in,
artifacts purely from speech-related movements are not detrimental.

Technical artifacts are artifacts resulting from sources external to the body.
The most important technical artifacts are:
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Electrode impedance changes: These can range from slow drift over time
(due to electrode gel drying out or, conversely, sweat buildup) to sudden
and total (electrode detachment). The former presents as a low frequency
change in signal mean and range whereas the latter can result in various
noise patterns. Both can be compensated for in digital signal pre-
processing to some extent, and this dissertation presents techniques for
compensating for them in the context of EMG-to-Speech conversion.

Environmental interference : Electromagnetic fields from power lines,
radio transmissions and electrical components (e.g. a computer and
monitor used for EMG recording) can easily be picked up by the human
body acting as an antenna as well as cables connecting electrodes to
the amplifier or components of the amplifier itself.

There are various techniques for suppressing artifacts in EMG recording. The
most important one for technical artifact removal is differential amplification:
In theory, since the electromagnetic field being picked up by the human body
is approximately the same for two electrodes on the same muscle, the fact that
bipolar EMG is recorded and amplified as a difference of two voltages measured
by electrodes in close proximity should be enough to mostly eliminate external
electromagnetic influence. In practice, however, there is another difference
to consider: Cables and technical components of the amplifier also pick up
noise from the environment (even when the amplifier is – as is common safety
practice – isolated from mains power), resulting in a potential difference
between the ground of the patient and the ground of the amplifier. The
basic technique for this is to connect the amplifiers common ground to an
electrically neutral area of the patient with an additional electrode. A more
advanced technique (which is used by the amplifier that all new recordings in
this work were performed with) is driven right leg circuitry: A driven right leg
circuit measures the potential difference between amplifier and patient ground
(via another additional electrode) and feeds it back into the patient with
inverted phase (via a fifth electrode), creating an active noise cancellation
feedback loop.

2.2 Principles of Speech Production

Acoustic speech, on a signal level, is a longitudinal waveform. Humans
produce this waveform exhaling a stream of air, which is excited by the vocal
chords and then modulated by different obstacles by passing through the
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0 Lower lip
1 Upper lip
2 Teeth
3 Alveolar ridge
4 Palate
5 Velum
6 Uvula
7 Pharynx
8 Tip (apex) of the tongue
9 Blade (lamina) of the tongue)
10 Back (dorsum) of the tongue
11 Middle (radix) of the tongue
12 Glottis (including vocal folds)
13 Epiglottis
14 Nasal cavity
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Figure 2.5 – A cross-section of the human vocal tract, with articulators
marked.

cavities and articulators of the vocal tract. A schematic view of the vocal
tract with articulators marked can be seen in Figure 2.5.

When modeling speech, is common to treat these two parts separately. The
lungs and vocal chords, as the source, introduce an excitation signal: An oscil-
lation at a given fundamental frequency (F0), defined as one opening/closing
cycle, if the vocal chords are vibrating, or a white noise signal when they
are not. The excitation signal is then passed through and modified by the
vocal tract acting as a filter. This is called the source-filter model of speech
production [Fan81], further illustrated in Figure 2.6. A weakness of this
model is that it treats speech as always either fully unvoiced of fully voiced
– in actual speech, mixed excitation (speech that is both to a degree voiced
and unvoiced) is possible. Section 2.4.2 will provide further background on
the implications of this for speech synthesis.

When considering the speech EMG signal, the part of this model that is of
greater interest to us is the vocal tract. This is for three reasons:

Primary location of articulation: While the excitation and fundamen-
tal frequency are by no means unimportant, the primary way by which
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Figure 2.6 – Illustration of the source-filter model of speech production: A
fundamental frequency (voiced speech) or white noise (unvoiced speech) is used
to generate an excitation signal, which is modulated by the vocal tract filter to
generate the final speech waveform.

information is encoded into the speech signal is by the articulators. A
speech signal with uniform white noise excitation – whispered speech –
can still be understood, a speech signal with only excitation can not.

Fully present in silent articulation: When articulating silently, the ar-
ticulators still move, but the vocal chords do not. A speech interface
wanting to operate on silent speech thus cannot rely on vocal chord
movement.

Measurable by facial surface EMG: Finally, only the muscles control-
ling the articulation apparatus are easily measurable using facial surface
EMG. While breathing and vocal chord tension are, of course, also
controlled by muscles, they are further spread through the body and not
always measurable without invasive methods, which are not acceptable
for user interface use.

2.2.1 Classification of speech sounds

In the following, we will describe how sounds are classified according to the
system defined by the International Phonetic Association [Int99]. To classify
a sound, we have to start with whether it is a sound created by an obstruction
that causes turbulence inside the vocal tract, or a sound which does not. The
former type, with many articulators involved, is called a consonant, the latter,
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Figure 2.7 – The International Phonetic Alphabet trapezoid for vowels [Int99].
When two symbols are present the one on the left represents a non-rounded
vowel and the one on the right represents a rounded vowel.

with the involvement of only few articulators and no turbulent flow inside
the vocal tract, is called a vowel. They are further broken down by different
attributes.

Vowels are defined by their frontness, height and roundedness. They are
always voiced.

Frontness: The vowel frontness relates to the position of the tongue inside
the mouth. Vowels where the highest point of the tongue is close to
the lips are called frontal (e.g. the ee in free) vowels, vowels where the
highest point of the tongue is towards the middle of the mouth are
called central (e.g. the oo in goose) and those where it is towards the
back of the mouth are called back (e.g. the o in go) vowels.

Height: Similar to the frontness, we can classify vowels by how high up the
highest point is inside the mouth: Such vowels are called close (high –
e.g. again ee in “free” ) or open (low – e.g. the ough in thought). Vowels
in between these are referred to as close-mid (mid-high) and open-mid
(mid-low) vowels.

Roundness: Finally, vowels can be produced with the lips either rounded
(e.g. the oo in “goose”) or unrounded (e.g. the e in me).
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Table 2.1 – Consonant places of articulation.

Name Articulators Example

Bilabial Both lips The m in “man”
Labio-dental Lower lip / upper teeth The f in “fan”
Linguo-labial Upper lip / tongue None in english
Dental Upper teeth / tongue The th in “this”
Alveolar Alveolar ridge (front) / tongue The n in “run”
Post-alveolar Alveolar ridge (back) / tongue The sh in “shin”
Retroflex Palate (front) / tongue The n in “run” (Indian

English [BM14, p. 289])
Palatal Palate / tongue The y in “yes”
Velar Velum / tongue The ng in “ring”
Uvular Uvula / tongue The c in “caught” (Aus-

tralian english)
Pharyngeal Pharynx / tongue back None in English
Glottal Glottis The h in “hat”

Figure 2.7 illustrates this classification in the form of the International Pho-
netic Alphabet vowel trapezoid.

Consonants, on the other hand, are defined by their place of articulation,
manner of articulation and – since they can be voiced or unvoiced to various
extents – degree of phonation.

Place of articulation: The place of articulation characterizes which artic-
ulators the obstruction that primarily characterizes the consonant takes
place, called the place of articulation [Can05]. Table 2.1 gives a list of
the common places of articulation.

Manner of articulation: The manner of articulation tells us in which way
the aforementioned articulators are used to produce the consonant sound.
Table 2.2 gives an overview of these manners of articulation [Can05].

Degree of phonation: Finally, since unlike vowels, they are not always
voiced, we can differentiate consonants by their degree of phonation:
During speaking, air coming from the lungs first passes by the vocal
folds. By vibrating, they can add voicing to the produced sound (an
example would be the v in “van”), which would otherwise be voiceless
(such as the f in “fan”, which is otherwise identical to the aforementioned
j).
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Table 2.2 – Consonant manners of articulation.

Name Description Example

Plosive An occlusive sound, i.e. a sound where
the airflow through the vocal tract
stops completely before resuming again
(also called a “Stop”)

The p in “pass”

Nasal A sound where air flows primarily
through the nasal cavity

Fricative A sound resulting from turbulent air-
flow at a place of articulation due to
partial obstruction

The f in “fricative”

Affricate A stop changing into a fricative after a
short time

The j in “jam”

Approximant A sound where there is some, but very
little obstruction

The y in “yes”

Lateral An approximant with airflow around
the sides of the tongue

The l in “lateral”

Flap A stop too brief to allow for buildup of
air pressure

The t in “butter”
(US English)

Trill A sound resulting from the repeated
opening and closing of the vocal tract

A “rolled r”

Figure 2.8 shows the IPA table for the consonants described above. Note
that, in addition to these pulmonic consonants – consonants produced by
exhaling air from the lung – there are also non-pulmonic consonants which are
produced without exhalation. As this work deals only with English language,
these non-pulmonic phones will not be given any further consideration.

2.2.2 Fundamental Frequency

As voiced phones are generated by vibration of the vocal folds, they have
a certain pitch, called the fundamental frequency or F0. The variation of
the fundamental frequency over the course of speech is called intonation. In
some languages (e.g. Mandarin Chinese), called “tonal languages”, short-term
F0 differences do encode meaning – this variation in F0 is called the tone.
While the F0 variation, in non-tonal languages, mostly carries paralinguistic
information such as stress, mood and emotion, it is important to note that
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Figure 2.8 – The International Phonetic Alphabet chart for pulmonic conso-
nants [Int99]. When two symbols are present the one on the left represents a
unvoiced consonant and the one on the right represents a voiced consonant.
Shaded areas denote phones considered to be impossible to produce.

this information can still be important for understanding the meaning of a
spoken sentence.

2.2.3 Speaking Modes

Speech is normally produced audibly, however, this dissertation also deals with
speech produced without an audible acoustic signal. We therefore consider
two speaking modes in this dissertation:

Modal Speech: Modal speech, also called audible speech is acoustic audible
speech, produced in the way that a healthy individual would produce
speech if promoted to speak without any further instructions. Its
characteristics have been described in Section 2.2.

Silent Speech: Silent speech is speech produced silently, without an ac-
companying acoustic signal, but with articulator movement – merely
mouthing words without vibration of the vocal chords or exhalation
without enough force to cause the turbulent airflow required for conso-
nants. While this is ideally the only change between silent speech and
modal speech, in practice, individuals prompted to speak silently articu-
late differently, resulting in a change in EMG signal that Silent Speech
Interfaces need to compensate for during silent operation [WJS11].

There are several other speaking modes that are worth mentioning in this
context, however, the focus of this dissertation is not on either of them, and
they are mentioned here mainly for completeness sake:
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Whispered Speech: Whispered speech is speech produced completely un-
voiced. All voiced sounds are changed to unvoiced sounds, but the
speech remains otherwise unchanged [Doe42]. A sub-type of whispered
speech is non-audible murmur – whispered speech that is produced
too quietly to be picked up via transmission in air, but still causes
vibrations of the bone and throat that can be recorded using special
microphones [OSH08].

Sub-Vocal Speech: Sub-vocal speech is speech produced without visible
external movement. It occurs naturally during reading [FAE58], and
there is also evidence that it can be produced voluntarily [KKM18].

Imagined Speech: Imagined speech is imagining the process of speaking,
i.e. imagining moving the articulators to produce speech but not actually
moving them [DSLD10].

Inner Speech: Inner speech is purely mental speech without any movement
or intention of movement, real or imagined [Sok12].

2.2.4 Muscles of the Articulation Apparatus

Having explained the EMG signal as well as its acquisition and how speech
is produced by air exhalation and moving articulators, what remains is the
connection between those two – which facial muscles move the articulators,
and how they are captured by surface EMG.

The Tongue

Of all the muscles related to speech production, the tongue is both the largest
and most important one. It rests in and forms the lower surface of the middle
part of the vocal tract. Most consonant production involves the tongue as an
obstruction in some form (refer back to Table 2.1 for details), and its shape
and position is the primary determinant of what a vowel sounds like. For this
reason, we would like to capture the electromyogram of the tongue with great
detail – however, due to the tongues position relative to the facial surface, it
is not easy to capture tongue movement with surface electromyography.

The most promising electrode positions for recording the tongues electrical
activity are below the chin, placed far enough towards the back of the head
to not be directly over bone. In this work, we use an electrode strip placed in
this area for the recording of tongue EMG (see Section 4.1 for more details).
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Levator Anguli Oris

Depressor Anguli Oris

Levator Labii Superioris

Zygomaticus

Risorius

Masseter

Orbicularis Oris

Mentalis

Figure 2.9 – Anatomical sketch of the facial muscles, with notable speech-
related muscles labeled (Adapted from [GL18]).

Another muscle which assists with tongue placement, the digastric, is also
located in this area.

Other facial muscles

Most of the remaining muscles controlling the articulation apparatus are
located to the sides of the face. Notable muscles, shown with labels in
Figure 2.9, include [UCL02]:

Depressor/Levator Anguli Oris: The levator and depressor anguli oris
muscles raise (levator) or lower (depressor) the corners of the mouth
by pulling them up or down, without pulling them outwards. They are
arranged as an antagonistic pair, with fibers running straight up from
the corner of the mouth for the levator muscle and straight down for
the depressor.
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Levator Labii Superioris: The levator labii superioris pulls the upper lip
straight upwards. It is a sheet of muscle tissue that runs from the side
of the nose to the upper end of the upper lip.

Zygomaticus Major/Minor, Risorius: The zygomaticus major and mi-
nor muscles as well as the musculus risorius act to pull the corners of
the mouth outwards and upwards, resulting in a smile-like expression.
They run from the corners of the mouth outwards towards the area
between the ear and eyes.

Orbicularis Oris The musculus orbicularis oris surrounds the mouth, and
by contracting, causes the mouth to close up and round (a “puckering”
of the lips). Though its action is like that of a sphincter, it is not actually
a sphincter muscle but is instead split into four different quadrants,
with muscle fibers going from the center of the face towards the corners
of the mouth below and above the lips.

Masseter The masseter, when innervated, contracts to pull the lower jaw
and teeth up, closing the teeth. The musculus masseter is (compared
to the rest of the muscles mentioned in this list) rather large and
comparatively strong, as its primary function is to enable chewing. It
runs from the lower end of the jaw up towards the cheek bones.

Mentalis The mentalis muscle pulls the skin of the lower chin and, conse-
quently, the lower lip, upwards and forwards, resulting in a “pouting”
expression. It is split into a left and right part (not separately inner-
vated), running from the center of the chin to the lower lip.

Many of these muscles are located on the side of the head in the cheek area
and run from the center of the head to towards its back. They can therefore
be captured relatively well by electrodes on the cheek, as is done for the data
recorded in this dissertation – the exact setup will be described in Section 4.1.

2.3 Relation between EMG and Speech Pro-

duction

Given that the electrical activity of the muscles presented in the previous
section can be recorded on the surface, and that these muscles move the
articulation apparatus, generating the speech signal, it can be seen that it is
possible to infer information about speech from facial EMG.
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As an initial example of this relation between the EMG signal and the
resulting speech signal, we present an analysis of the EMG signals of the
muscles described above during the production of vowels, vowel-consonant-
vowel sequences as well as in rest, first presented in the context of our work
on facial muscle stimulation [SAD+19].

(1) depressor
anguli oris

(2) levator labii
superioris

(3) zygomaticus major
(4) orbicularis oris in-

ferior
(5) levator

anguli oris
(6) masseter
(7) mentalis

Figure 2.10 – EMG electrode positioning for facial muscle activity analysis.
Electrode pairs labeled to indicate which muscle is being targeted for recording
by that electrode pair using bipolar derivation.

The electrode configuration used for this analysis can be seen in Figure 2.10.
Here, a Ag/AgCl single electrode montage was used to try to isolate spe-
cific facial muscles as much as possible. For electrode placement for spe-
cific muscles, we followed recommendations from the Handbook of Psy-
chophysiology [CTB07] and, where no such recommendations were available,
estimated positions from known muscle locations from physiology litera-
ture [DB06, CP14]. Signals were recorded using bipolar derivation, with a
high-pass filter at 10 Hz for DC offset removal and a 500 Hz low-pass filter
for anti-aliasing, and digitally sampled at 2048 Hz for analysis. For further
details on the hardware used to capture these signals, refer to Section 4.1.

For the following recording, the participant was asked to produce different
sequences of speech sounds (given in the IPA phonetic alphabet, see Figure 2.7
and Figure 2.8):
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❼ Vowels – [a], [e]

❼ Vowel-Consonant-Vowel sequences – [aVa], [eVe]

❼ Silence – muscles completely relaxed, no sound (labeled SIL)

The resulting recordings were analyzed by calculating the frame based power
for 32ms windows extracted with 10ms overlap. A box plot of the results
can be seen in Figure 2.11. It is immediately apparent that there is a clear
difference between the EMG activity producing different speech sounds for
many of the muscles measured.

The depressor anguli oris shows low activity for silence, but consistently high
activity for the produced sounds. This is likely due to its role in assisting in
opening the mouth. The mentalis, which we would expect to have stronger
activation for consonant sounds than plain vowels appears to show similar
activation patterns – this may be due to cross-talk of close-by muscles such
as the depressor labii inferioris.

Levator labii superioris and levator anguli oris show higher activity for the
consonant-vowel-consonant sequences. This coincides with expectations of
what the activity should look like: To produce a [V] sound, the lower lip
makes contact with the upper teeth, and thus, the upper lip needs to be
raised to allow for air to escape.

Similarly, we see slightly higher activity in the orbicularis oris inferior for
sequences with consonants: This is due to the mouth rounding motion required
to produce the [V].

The zygomaticus is known to act together with the levator anguli oris to
widen the mouth. However, while the levator anguli oris’ activation showed a
clear pattern, we barely registered any zygomaticus activity. This is likely
because [V] is an approximant rather than a full fricative, so a strong widening
of the mouth was not needed and the action of levator labii superioris and
levator anguli oris were sufficient.

The masseter, finally, shows similar activation for both measurements while
producing speech and not producing speech. While this does not match our
expectations, it is easily explained: The participant in the recording kept his
mouth closed during recording of the silent data instead of letting his jaw
hang down slack, which requires some amount of contraction of the masseter,
resulting in the observed pattern of activation.

While the tongue EMG is not recorded in this study, as the focus was on the
investigation of surface muscles, the results also illustrate the importance of
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Figure 2.11 – EMG activities of facial muscles during relaxation, vowel
production and vowel-consonant-vowel production. Red bar shows median,
boxes show interquartile range, whiskers indicate maximum and minimum
values. Y-axis is logarithmic.

this muscle well: The productions of phone sequences with [a] and [e] do not
differ significantly. This, too, is expected: While there are minor differences in
mouth shape depending on how exactly they are realized, both are unrounded
vowels, so the largest difference between them is the position and shape of
the tongue in the mouth.

2.4 Acoustic Speech and Speech Synthesis

The previous section explained the physiological and technical basis for EMG
recording and speech production. This section will provide background on
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speech synthesis driven by a speech signal (voice conversion) and how it
relates to EMG-to-Speech conversion.

2.4.1 The Acoustic Speech Signal

The physiological background of acoustic speech production has already been
explained in Section 2.2. This section will focus on how to record, encode
and process this signal.

Recording Acoustic Speech

Audible acoustic speech, as produced by humans, is a longitudinal waveform
traveling through air. To process this signal with computer algorithms, it has
to be converted into digital form first.

The first step of this process is capturing the signal using a microphone, turning
it from a wave in air into an analog voltage signal. A typical microphone
of the type used in this work (a so-called condenser microphone) works as
follows: The wave hits a diaphragm attached to a plate capacitor, which is
kept at a fixed charge level. As the sound waves hit the diaphragm, it deforms.
As a result, the distance between the plates of the capacitor changes, resulting
in a change in capacitance. Since the capacitors charge is kept constant, and
with capacitance being charge divided by voltage, the capacitance change
results in a change in voltage, which can then be further processed [BB16, p.
82f].

Digitization

The second step in capturing an audio signal for digital processing is digitiza-
tion. It is composed of two sub-steps, typically achieved simultaneously by
an analog-digital converter – sampling and quantization.

The first sub-step is the conversion from a signal that has a value at any point
in time to a series of values at given time steps – called sampling, illustrated in
the middle row of Figure 2.12. A single value thusly obtained is called a sample,
and the rate at which samples are created is called the sampling rate. When
the sampling rate is strictly more than twice the highest frequency component
that the signal contains, then this process is lossless and the continuous signal
can be perfectly reconstructed from the sampled signal [Nyq28]. This is called
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Figure 2.12 – A continuous analog signal (top) is first sampled at a rate of
4πHz (middle) and then quantized with 22 steps (bottom).

the Nyquist-Shannon sampling theorem, and the frequency that is half the
sampling rate is called the Nyquist frequency. Frequency components above
the Nyquist frequency cause spectral components of the sampled signal to
end up mirrored at the Nyquist frequency looking like other frequencies when
the signal is reconstructed. This effect is called aliasing. To avoid aliasing, it
is necessary to remove frequency components above the Nyquist frequency
using an analog filter. For an acoustic speech signal, relevant information is
concentrated in the range below 8000 Hz. We therefore sample the signal at
16000 Hz.

The second sub-step is the division of each analog value into different discrete
steps – called quantization [BB16, p. 82f]. An illustration of quantization can
be seen in the bottom row of Figure 2.12. Unlike sampling, quantization is
not lossless: There will generally be a small rounding error between the actual
analog value and the resulting assigned digital value, called quantization noise.
To keep this noise small, it is important to choose a sufficient number of
sampling steps. This number is usually given in bits (where quantization with
n bits means 2n steps) and called the bit depth. What bit depth is appropriate
depends on the application – for audio speech processing, 16 bit is considered
sufficient, and this is the value all data discussed in this dissertation uses.

2.4.2 Acoustic Speech Representation and Vocoding

The previous section has explained how to record the audio signal as a digital
stream of quantized sample values called pulse code modulation (PCM) audio.
This representation is very information-rich and can be played back easily.
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However, it is not ideal for use in EMG-to-Speech conversion: It contains a
great amount of information beyond speech that we do not require, and has a
very high sample rate. We therefore need to convert it into a representation
more suitable for further processing. The following sections introduce two such
representations, both defined by a vocoder: Mel-Log Spectrum Approximation
features and LPCNet features.

Mel-Log Spectrum Approximation

The Mel-Log Spectrum approximation (MLSA) filter is a classic vocoding
technique that makes use of the decomposition of the speech signal into
an excitation source and vocal tract filter [Ima83] (see Figure 2.6). In the
analysis step for MLSA, two types of features are extracted: A special type of
invertible Mel-Frequency Cepstral Coefficients (MFCCs), and a fundamental
frequency (F0) values.

MFCCs: The calculation of MFCCs starts with the extraction of windows to
calculate the MFCC features on – in this work, we use 512-sample Black-
man windows and a 10 ms frame shift, a value that has proven to work
well in previous work with EMG-based speech processing [JMHSW06].
For each window, a cepstrogram is calculated by calculating the Fourier
transform, applying a logarithm and finally the inverse Fourier trans-
form. The next step differs from classical MFCCs, as it needs to be
invertible for the MLSA filter to work: Instead of a Mel filterbank, the
cepstrogram is transformed to the Mel scale using a frequency warping
approach, with the frequency warp being calculated using an algorithm
introduced by Tokuda et.al. [TKI94]. Given an input cepstrum a(t)[f ]
for cepstrogram frame t, with quefrencies f = 0...F and starting with a
zero vector for the initial output warped cepstrogram ã0[m] = 0, to get
a warped cepstrogram with M coefficients, we evaluate iteratively for
f = F...0 and α = 0.42:

ãi[m] =











a[f ] + α ∗ ãi−1[0] m = 0

(1− α2) ∗ ãi−1[0] + α ∗ ãi−1[1] m = 1

ãi−1[m− 1] + α ∗ (ãi−1[m]− ãi[m− 1]) m = 2...M

(2.1)

The output warped cepstrogram frame is then c̃(t) = a0. This calculation
is performed separately for each frame. It can be further improved by it-
eratively minimizing the error that was introduced in the approximation
using Newton-Rhapson gradient descent [FT92].
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F0: The MLSA filter requires an excitation signal. We therefore need to
extract a F0 value with which we can then generate an excitation
that the MLSA filter can be applied to. In this work, we use the Yin
algorithm [DCK02], which is based on signal autocorrelation. First, the
signal (windowed in the same way as it was for calculating MFCCs) is
cross-correlated with itself, and a cumulative mean normalized difference
is calculated from this autocorrelation and the original windowed signal.
Then, the F0 is extracted as the highest peak within a given pitch range
(sensible values for human speech are between 85 Hz and 300 Hz) in
this function. Finally, when the value of the peak is below a given
threshold (i.e. the strongest detected periodic component is less strong
than that threshold), a F0 of 0, meaning no voicing (this is called the
“discontinuous F0), is the result.

To perform MLSA synthesis from MFCCs and a F0s, the first step is to
generate the excitation from the F0 values. This is done by generating a
waveform containing either excitation pulses with the given frequency, or
white noise when the discontinuous F0 is 0, of the desired output length. This
excitation waveform is then filtered by the MLSA filter, given by the digital
transfer function:

D(z) = exp(F (z)) = exp

(

M
∑

m=0

c̃(t)[m] ∗ z−m

)

(2.2)

Where c(t) are the coefficients for frame t calculated according to 2.1. For
efficiency, Equation 2.2 is usually calculated using an approximation of the
exponential transfer function by a linear combination of four digital filters im-
plementing the recursive sum F (z) (this is called Padé approximation) [Ima83].

LPCNet

Classical vocoders perform analysis and synthesis based on filter theory
and make strong and rigid assumptions about the nature of the speech
signal to extract features that generalize well. Neural vocoders are a more
recent technique, where many of the assumptions are replaced by statistical
models implemented using neural networks. Neural vocoders are, in effect,
autoencoders for PCM speech waveforms.

A problem of many available neural vocoders, such as WaveNet [vdODZ+16]
or WaveRNN [KES+18], is that inference is very slow (even if a highly efficient
GPU implementation is available) or requires that the audio representation for
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an entire utterance is already known ahead of time. They are therefore not an
option for low-latency systems. This section briefly describes LPCNet [VS19a,
VS19b], a neural vocoder capable of low-latency real-time operation even on a
CPU, which is ideally suited for use in a real-time EMG-to-Speech conversion
system. For a brief introduction to neural network terminology in general,
please refer to Section 2.5.1.

LPCNet is a neural vocoder that converts frames of 20 audio parameters,
extracted with a length of 20 ms and a shift of 10 ms, directly into 16 bit
PCM waveforms. The audio representation used by LPCNet is again split
into excitation and filter parameters, in this case, the pitch period, pitch
correlation and 18 Bark-scale [Zwi61] cepstral coefficients. Pitch period is
estimated using a method based on normalized autocorrelation [VSJV13]
and a transition penalty to avoid sudden jumps, optimized using dynamic
programming over a four frame window. The pitch correlation can then be
calculated from the obtained pitch period. The Bark scale cepstral coefficients
are calculated by first taking the logarithm of the spectrum for the input
samples of one frame multiplied by a Vorbis window [Mon04]. This log
spectrum is then divided into 18 Bark-spaced bands and a DCT is applied to
obtain the Bark-Scale Cepstral Coefficients (BFCCs).

The architecture of LPCNet is comprised of two sub-networks, one operating
at the rate of the input data (the “frame rate network”) and one operating
at the rate of the output data (the “sample rate network”). An overview of
the entire network architecture can be seen in Figure 2.13.

The frame rate network is a neural network made of feed-forward (labeled
“FC” in Figure 2.13) and convolutional (labeled “conv”) layers. It takes as its
input the full set of 20 LPCNet features with one frame of context into the
future as well as the past and calculates a set of conditioning parameters for
the sample rate network that are then held constant for the duration of one
input frame.

The sample rate network is a recurrent neural network. It takes several inputs:

❼ The conditioning parameters from the frame rate network.

❼ The sample value from the previous time step.

❼ A set of predictions for the next sample values, minus the excitation.
These are calculated via linear prediction with the previous time steps
sample values, using linear prediction coefficients calculated from the
BFCCs by first converting them back into a full power spectrum, then
calculating the signal autocorrelation via the inverse Fourier transform
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Figure 2.13 – Structure of the LPCNet neural vocoder (reproduced
from [VS19a] with permission).

and then finding the best linear least squares predictor corresponding
to this autocorrelation.

❼ The output of the sample rate network from the previous time step.

The sample rate network consists of two layers of gated recurrent units (GRU
in Figure 2.13), followed by a fully connected layer split into two independent
halves and finally a softmax output layer. The network is trained to output
the excitation signal, which is the residual of the linear prediction output.
Sample and excitation values are encoded as 8 bit ➭-law values, leading to
an output dimensionality of 256. Finally, the output from the sample rate
network is added to the linear prediction output, resulting in the final sample
value output.
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2.5 Algorithmic Background

This section will explain the algorithmic basics of two important tools used
in this dissertation: Neural networks (used for most of the EMG feature to
Audio feature conversion) and time alignment of two sequences using dynamic
time warping.

2.5.1 Neural Networks

Artificial neural networks are a type of statistical model characterized by
being connectionist, that is, made up of many small computational units
which feed into each other to make up a larger model [GBC16, p. 164ff].
This dissertation employs different neural networks for several different tasks:
For vocoding (in the case of neural vocoders) and as the primary means for
EMG-to-Speech feature transformation.

Neural networks are generally categorized by the structure of their connections.
The following sections will briefly introduce the artificial neuron as the basic
building block of neural networks and then present three types of neural
networks (basic feed-forward deep neural networks (DNNs), convolutional
neural networks (CNNs) and recurrent neural networks (RNNs) that are used
in this dissertation.

The Artificial Neuron

An artificial neuron is defined by the following mathematical operation:

o(~x) = h

((

m
∑

i=0

xi ∗ wi

)

+ b

)

(2.3)

Here, o is the output of the neuron and ~x is the m input values being fed into
its inputs (which can be vector valued). ~w and b are the trainable parameters
of the neuron, called the weight and the bias, which have to be determined
by statistical estimation methods. Since the bias can easily be implicitly
modeled by adding an additional input that is always 1 and the bias as an
additional weight, it is often omitted from descriptions of neural networks,
and we will also do so from this point on in this dissertation. h(x) is the
neurons activation function, typically non-linear to allow neural networks to
learn non-linear relationships.
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Figure 2.14 – A single artificial neuron: The inputs ~x are multiplied with the
weight vector ~w (with 1 added to the input vector and b added to the weights
to implicitly model the bias), then summed and passed through the activation
function h to generate the output.

The artificial neuron is easiest to understand graphically – Figure 2.14 provides
a graphical explanation of a single artificial neuron, with the same labels as
used in Equation 2.3.

To determine suitable parameters for the weights, we use gradient descent to
optimize the prediction error of the neuron. For a training sample ~x for which
we expect reference output y, and with a loss function l(a, b) that, given two
values returns a real value that indicates the error between those two values,
we can calculate the error of the prediction as:

ǫ = l(o(x), y) (2.4)

We now want to adjust the weights of the neuron in a way that decreases ǫ.
To do this, we calculate the partial derivatives of ǫ for ~w, using the chain rule:
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∂ǫ

∂ ~w
=

∂l(~x, y)

∂ ~w

=
∂l(o(~x), y)

∂ ~w

= l′(o(~x), y)
∂o(~x)

∂ ~w

= l′(o(~x), y)
∂h (

∑m

i=0 xi ∗ wi)

∂ ~w

= l′(o(~x), y)h′

(

m
∑

i=0

xiwi

)

∂
∑m

i=0 xi ∗ wi

∂ ~w

= l′(o(~x), y)h′

(

m
∑

i=0

xiwi

)

~x

(2.5)

If the derivative of the loss and activation functions is known, we can now
use the result of Equation 2.3 to iteratively update the weights of the neuron
in a way that reduces the error, with a learning rate r:

∇ǫ =

(

∂ǫ

∂w0

, ...,
∂ǫ

∂wm

)

~wnew = ~w − r∇ǫ

(2.6)

This process can be repeated (starting from random weights) until the training
has converged to a satisfactory degree. Note that, while the training is
guaranteed to converge (since the error will get smaller with every step), there
is no guarantee that it will converge to a global minimum, or that the weights
obtained in this way are weights for a statistical model that generalizes well.
We will discuss ways to address this issue later in this section.

The choice of activation function is an important hyperparameter in neural
networks. There are two requirements that an activation function must satisfy
in practice:

Nonlinearity: The activation function must be nonlinear. If it was a linear
function, any combination of neurons could only be used to represent
linear functions. Once a nonlinearity is introduced, it becomes possible
to connect neurons to represent more complex relationships.
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Differentiability: To infer the weights for a neuron, we need to be able to
calculate the partial derivatives of the loss with regard to the weights.
This requires that the activation function has a well-defined derivative.

A popular choice for the activation function is the rectifier or rectified linear
(ReLU) function. It is defined as follows:

hReLU(x) = max(0, x)

h′

ReLU(x) =

{

1 if x > 0

0 otherwise

(2.7)

This activation function has the benefit of being very efficient to compute,
making it an attractive choice for large neural networks which have to evaluate
this function potentially millions of times for training and inference. While it
is not differentiable in 0, we can define the derivative at 0 to be 0 for practical
use.

Another common activation is the logistic sigmoid (often called just the
sigmoid function):

hsigmoid(x) =
1

1 + e−x

h′

sigmoid(x) = hsigmoid(x) ∗ (1− hsigmoid(x))
(2.8)

While the sigmoid and its derivative are not as efficient to compute as the
ReLU function, it has the advantage of being bounded between 0 and 1
inclusive – this is a useful property when constructing cells for recurrent
neural networks, as we will see later in this section. Finally, another popular
choice for activation functions is the hyperbolic tangent (“tanh”), which is a
rescaling of the logistic sigmoid to range -1 to 1 inclusive, centered around 0.

Feed-Forward Neural Networks

We will now consider how to combine many artificial neurons into a powerful
statistical model. The basic principle of feed-forward neural networks is that
to arrange many neurons into a layer of neurons with a certain layer width.
The complete network consists of a number of such layers, and the neurons
from each layer feed into the neurons of the next one, i.e. the outputs of the
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Figure 2.15 – A feed-forward deep neural network: Neurons are arranged
into layers, and all the outputs from the neurons of one layer are fed into each
neuron of the following layer as inputs.

neurons in layer j become the inputs of the neurons in layer j+1. The number
of layers is called the depth of the network, and a feed-forward neural network
with many such layers is called a deep neural network (DNN). Figure 2.15
illustrates the concept of a feed-forward DNN.

To calculate the weights for every neuron in this DNN, we simply apply the
rules from Equations 2.5 and 2.6. For neurons in the output layer, they apply
directly and without any change. For neurons in layers before the output
layer (so-called hidden layers), we can write the partial derivative of ǫ in
terms of the partial derivative of the error of the following layer. Let w(j) be
the weights for a neuron in layer j and o(j)(~x) the function that computes
that neurons output for input ~x. Then:

∂ǫ

∂ ~w(j)
=

∂l(o(j)(o(j+1)(~x)), y)

∂ ~w(j)

=
∂ǫ

∂o(j)(o(j+1)(~x))
h′

(

m
∑

i=0

xi ∗ w
(j)
i

)

~x

= wjh′(j+1)l′(j+1)h′

(

m
∑

i=0

xi ∗ w
(j)
i

)

~x

(2.9)

where h′(j+1) and l′(j+1) are the derivatives of the activation and loss functions
already evaluated for the following layer. Using this method, we can iteratively
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compute the partial derivatives of the error required to update the weights
for each layer according to Equation 2.6, going backwards starting from the
output layer. This is called backpropagation.

For training to be stable, the weight update has to be performed for the
entire set of training data at the same time, however, this can cause very slow
convergence and may not always be possible in practice when the amount of
training data is larger than the amount of available memory. For this reason,
the training data is usually split into small batches of a fixed size, so called
mini−batches, and processed one mini-batch at a time, with a weight update
after every mini-batch. This is called Stochastic Gradient Descent (SGD).

Usually, instead of using only the learning rate to control the convergence
speed, a momentum term is added to the update: Instead of just updating
the weights as described above, the weights are updated using an exponential
moving average of all weight updates, usually with a decay factor of 0.9. The
Adaptive Momentum (Adam) [KB14] optimizer combines this with adaptive
per parameter learning rates: It keeps an exponential moving average of the
mean (with a decay of 0.9, as before) and non-centered variance (with a decay
of 0.999) of weight updates and then perform the weight update using the
exponential moving average of the mean scaled by the learning rate divided
by the square root of the exponential moving average of the non-centered
variance. This allows training to progress more strongly in directions where
larger changes are occurring, which helps guide optimization down “ridges”
in the surface of the loss function.

Convolutional Neural Networks

Convolutional Neural Networks (CNNs) [LB+95] are a type of feed-forward
neural network that includes special layers that, unlike the layers described
in the previous section, are not fully connected (i.e. do not have every neuron
from one layer connecting to every neuron from the next layer) but instead
have neurons with local connectivity and shared weights.

Local connectivity: Every neuron only receives input from a spatially local
slice of neurons from the previous layer.

Shared weights: Weights for connections with the same offset between
input and output neuron are shared between all neurons, creating a so
called filter or kernel.
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Figure 2.16 – Back-propagation through time: A recurrent connection is
turned into a feed-forward connection by unrolling the network. Colours
indicate shared weights.

This, in effect, makes the layer perform an operation similar to the mathe-
matical discrete convolution operation (hence “convolutional layer”). This
convolution operation can also be performed with different step sizes (called
“strides”), and there can be many different filter kernels of a given kernel sizes
feeding into the next layer as different elements of the output vector. Convo-
lutional layers with a stride larger than one reduce the sizes of the dimensions
over which the kernels are applied (this is called “downsampling”, whereas
fractional strides increase the dimensions size (this is called “upsampling” or
“transposed convolution”).

Recurrent Neural Networks

DNNs and CNNs only allow feed-forward connections – connections that go
from a neuron closer to the input to a neuron farther from the input. This is
not the case for Recurrent Neural Networks, where connections within the
same layer or even backwards connections are allowed. Instead of taking
single values as their input, RNNs take a series of values as input and process
the values in this series in order, with backwards connections using the value
from the previous step. This effectively allows the network to keep internal
state and model series relationships directly.
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This raises the question of how to train such a network – since there are
now feedback loops, how can we back-propagate correctly? The answer is
back-propagation through time [Moz95]: For training, the network is unrolled
so that there is an instance of the network for each time step, with backwards
connections becoming forward connections from the network for time step t
to the network for time step t+ 1. Weights are shared between the instances.
Having converted the RNN into a network with forward connections only, we
can now train it with the standard back-propagation algorithm. The process
of back-propagation through time and the sharing of weights is illustrated in
Figure 2.16.

The strength of recurrent neural networks is their ability to keep state and
directly model series relationships. For this reason, it is common to build
cells of neurons – acting externally like neurons themselves – that have access
to a memory cell which can be written to and read from. This dissertation
uses two types of these units – Long-Short Term Memory (LSTM) [HS97]
units and Gated Recurrent Units (GRUs) [CVMG+14]. Both are similar in
construction: They have sigmoid-activated neurons that decide how much
weight should be assigned to the current input versus the last time steps
output (called “gates”). The difference between the LSTM and the GRU is
that the LSTM keeps the cell state separate from the output to the next layer,
whereas the GRU does not. This makes the LSTM more powerful, whereas
the GRU is more efficient.

Dropout Regularization

Neural networks, like all machine learning models, must be able to generalize
to unseen data: It is not sufficient if the model simply learns to reproduce
training examples perfectly, since in practice, the model will have to process
data it has never seen before (this is called “overfitting”). This is a problem
especially in low data situations, where we may wish to train a neural network
model with a large amount of parameters with only very few training samples
per parameter, as is the case in EMG-to-Speech conversion. The technique
used to avoid overtraining models in the work performed for this dissertation
is called dropout regularization.

Dropout regularization [SHK+14] is conceptually very simple: In each training
iteration, a number of neurons of the layer to which we want to apply dropout
regularization (usually, half of the units of that layer) is temporarily removed
from the model, with their output being replaced by 0, and no weight updates
being performed for them.
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Dropout regularization is in effect an implicit form of bagging : It has the
same effect as training many small sub-networks separately and then building
a final model that is the average of the sub-networks. It increases the sparsity
of neuron activations, meaning that neurons process the input from fewer of
the previous layers neurons. This is desirable since it reduces the correlation
between the activation of different neurons, which improves generalization
ability.

Batch Normalization

Batch normalization [IS15] is another regularization and training acceleration
technique used in the training of neural networks. It addresses the problem
that, as a layers weights are trained, the output distribution of that layer
(and therefore the input distribution of the following layer) changes, which
slows convergence during training. Batch normalization works by normalizing
the inputs of a layer to have zero mean and unit variance on a per-mini-
batch basis during training. For inference, the population mean and variance
are used instead. This both enables higher learning rates (by making the
training procedure more resilient to exploding and or vanishing gradients)
and regularizes the model by introducing random variation to layer inputs.

2.5.2 DTW Time Alignment

When working with silent speech data, one problem we are faced with is that
an audible acoustic reference signal is simply not available. This means that
for silent operation systems, we cannot easily calculate similarity scores to a
reference, since none exists. A possible solution to this problem is to record an
audible acoustic reference signal separately and then align it with the output
of the system we wish to evaluate. A common technique for aligning two
signals in time, which we use in this dissertation, is Dynamic Time Warping
(DTW) [Ita75].

The DTW algorithm takes as its input two sequences of elements A =
(a0, a1, ..., am) and B = (b0, b1, ..., bn) and a function d(a ∈ A, b ∈ B) that
computes a distance metric between those elements. It begins by constructing
a distance matrix M so that Mi,j = d(ai, bj). This matrix can be efficiently
computed iteratively by re-using distance values already computed in the
previous step (in literature, this is often called “dynamic programming”). It
then finds the path from M1,1 to Mm,n that has the smallest total distance,
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under the constraint that in each step, i, j or both must increase by exactly
1. This path now defines an alignment between the two sequences, which can
be used for aligning the two input sequences to one another. The aligned
sequences are now the same length, and we can calculate evaluation metrics
between them.





Chapter 3

Related work

This chapter gives a brief overview of key works in the fields of voice
conversion, biosignal based spoken communication and specifically EMG-
based Silent Speech Interfaces to position this dissertation within these
fields.

3.1 Voice Conversion

Acoustic Voice Conversion (VC) is the conversion of one speakers acoustic
speech to another speakers acoustic speech – i.e. given a source speaker A
and target speaker B, the problem of VC is how to synthesize audio data that
contains the speech and language content from speaker A’s utterance, but with
speaker B’s speaker identity. While it is possible to perform this task using
speech recognition followed by resynthesis, the approach most interesting in
practice is the direct conversion of one audio signal to another without an
intermediate textual representation. This is called Voice Conversion. EMG-
to-Speech conversion is similar in that here, too, we wish to transform one
type of speech signal directly to another. Early research into EMG-to-Speech
conversion was based heavily on classical voice conversion methods such as
unit selection and Gauss-mixture mapping (GMM) regression. We begin this
section with a brief introduction into the history of these methods, followed by
relevant work about the use of these methods in EMG-to-Speech conversion
later in this chapter.
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Stylianou et al. [SCM98] present a basic voice conversion system based
on Gauss-mixture regression. To create a Gauss-mixture regression model,
parallel speech feature vectors of the source and target speaker are required.
These are obtained by first recording the source and target speaker reading
the same text, then splitting the recordings into pitch-synchronous frames,
calculating MFCC features for each frame and aligning these feature vector
sequences using the DTW algorithm (see Section 2.5.2). A joint Gaussian
mixture model is then trained from these parallel feature vectors. This model
can be used to convert source speaker MFCCs of a frame to target speaker
MFCCs by finding the target speaker MFCCs that, together with the source
speaker MFCCs, maximize the overall likelihood of the joint Gauss-mixture
model. These MFCCs can then be used to synthesize a speech waveform
using the MLSA algorithm (see Section 2.4.2 of this Dissertation). Toda et
al. [TBT07, TMB12] extend this conversion framework by introducing a
technique to maximize not only the likelihood of a single feature vector, but
the whole feature vector sequence at a time. Moriguchi et al. [MTS+13]
provide similar results for recorded electrolaryngeal speech.

Sundermann et al. [SHB+06] present early work on performing voice conversion
using a different technique, based on Unit Selection. Unit Selection is a
concatenative approach to synthesizing speech – i.e. it works by concatenating
snippets of audio (usually with overlap and smoothing between those snippets)
to generate speech output. In commercial text-to-speech synthesis systems,
unit selection is a common choice for generating very high quality output
from a very large (20+ hours) speech database. The system presented by
Sundermann et al. works as follows: A database of speech segments and
corresponding MFCC features, called “units”, is created from training data
recordings of the target speakers speech. These segments each correspond
to one frame as described in the previous section. To convert speech from
the source speaker, it is first split into frames with the same parameters as
were used for database creation. MFCC feature vectors are then calculated
for each input frame, and a unit from the database is selected according to
a weighted sum of two costs: The target cost, representing the difference
between source MFCCs and database unit MFCCs, and the concatenation
cost, representing the difference between the previously selected unit MFCCs
and the candidate unit MFCCs (i.e. the difference between neighbouring
units). The audio segments of the units that minimize the total cost over
the entire input speech (calculated using Viterbi search [HB96]) are then
concatenated to create the output speech waveform.

Current research into voice conversion is usually based on either feature trans-
formation or end-to-end conversion (i.e. converting one waveform directly into
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another with one single model) using neural networks. Desai et al. [DRY+09]
present initial results for neural network based voice conversion. They use
DTW-aligned fixed duration parallel source/target frames to train a four
layer feed forward neural network. This network is capable of mapping source
speaker MFCCs to target speaker MFCCs with improved performance com-
pared to the then state of the art GMM-based VC methods. More recent work,
such as AutoVC by Qian et al. [QZC+19] focuses on building multi-speaker
models that are able to realize the conversion of arbitrary input speech to
a target speaker with only very little target speaker data (“zero-shot” voice
conversion).

3.2 Biosignal-Based Speech Communica-

tion

In Chapter 1 of this dissertation, we introduced EMG-to-Speech conversion
as a type of Silent Speech Interface. This section will introduce the wider
field of biosignal based speech communication and introduce some modalities
with which Silent Speech Interfaces have been implemented in the past.

One popular sensing technology used for investigating SSIs is ultrasound.
Using high frequency (typically above 2 MHz) sound waves, boundaries
between tissue can be imaged at large depths. For Silent Speech Interfaces,
this allows the imaging of the tongue – ultrasound tongue imaging. This
modality has been explored from various different angles. Early work in driving
a vocoder from ultrasound data is presented by Hueber et al. [HCD+08].
They present a system that can acquire frontal as well as lateral video
of the mouth in tandem with ultrasound imaging of the tongue with an
ultrasound transducer below the chin. The authors present evaluations using
this system based on an audible speech and ultrasound recording of the
CMU Arctic corpus. They use PCA-based feature extraction and a GMM-
HMM system to build a monophone recognition system, which is then used
to drive unit selection based speech synthesis. While this initial system is
unable to consistently produce intelligible speech, it shows the feasibility
of ultrasound-based speech synthesis. The authors extend their work in a
later publication [HB16], where they build a direct conversion silent speech
interface using a hidden Markov model that also takes phonetic information
into account. Grósz, Gosztolya et al. [GGT+18, GGT+20] build on these
results by using a DNN regressor to estimate F0 and MFCC parameters.
They build a session-adaptive ultrasound based synthesis system that, in a
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MUSHRA listening test in which listeners were asked to rate naturalness, was
able to obtain a score of 22%. Xu et al. [XWG19] also build a neural network
ultrasound SSI plus video SSI, employing an encoder-decoder approach with
a convolutions plus LSTM architecture. They evaluate their approach on the
2010 silent speech challenge data, on which their approach outperforms all
previous approaches.

Another example of an ultrasound-based SSI is real-time tongue visualiza-
tion [Hue13, FHG+17] for speech therapy after tongue surgery. Hueber et
al. [GRHF+20] present initial work in evaluating such a system in a clinical
setting – though they do not find a statistically significant benefit.

Magnetic articulography is the recording of magnetic fields emitted by mag-
nets attached to the articulators. There are two variants of this concept:
Electromagnetic articulography (EMA), in which electromagnetic coils are
used, and Permanent-magnetic articulography, which uses permanent magnets.
An example of driving a speech synthesis system based on EMA data and a
DNN feature mapping is presented by Bocquelet et al. [BHG+16], who obtain
highly intelligible results with an 8 coil setup. While EMA allows the deter-
mination of the exact absolute position of the articulators, and is commonly
used in medical applications, PMA only allows for position estimates and is
more suitable for SSI applications because it can operate without wires and
does not require a large sensor setup [CSM+19]. Early work in building a
system based on the latter is presented by Fagan et al. [FEG+08], who present
a system using 7 magnets and 6 magnetic sensors attached to wearable glasses.
Using data with this setup, they are able to recognize isolated words from
a 9 word vocabulary with an accuracy of 97%. González et al. [GCG+16]
demonstrate a similar, more streamlined recording system. They present a
wearable sensor system using 6 magnets: Two attached to the upper lip, two
attached to the lower lip, and two attached to the tongue. The field generated
by these magnets is measured by three magnetic sensors (and an additional
sensor to compensate for environment noise) with three channels each. The
authors record two datasets: A dataset containing only sequences of up to
seven English digits, audibly produced by three speakers, and a larger dataset
containing sequences of 958 consonants-vowel combinations audibly produced
by a single speaker. Using these datasets, they train GMM-based PMA to
audible speech conversion systems that can generate intelligible speech output.
The authors later extend this work to continuous speech [GG18]. Here, they
record phonetically balanced subsets of the CMU Arctic corpus for 6 subjects
each. Based on this data, the authors train and evaluate PMA to audible
speech conversion models, this time based on neural networks. They perform
a transcription based intelligibility test and obtain ∼75% word accuracy.
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Non-audible murmur (NAM) is whispered speech that is spoken too quiet
to be perceived by human listeners or, in fact, to be recorded by standard
microphones. It can be measured with a throat microphone – a stethoscopic
microphone that picks up vibrations directly from the skin. Toda [TS05] et al.
present an initial system for the conversion of NAM speech to modal, audible
speech. The system is based on GMM voice conversion, and is evaluated for
one speaker. They present a transcription intelligibility evaluation based on
utterance fragments, and demonstrate a very slight improvement over NAM
in terms of word accuracy. With later improvements to the technique and
data used [TMB12], they obtain a word accuracy of ∼70% for NAM converted
to modal speech, and ∼76% for NAM converted to whispered speech.

Birkholz et al. [BSW+18] introduce a novel sensing technique for articulation
activity recording: Microwave radar imaging of the vocal tract. They propose
a two flat foil antenna system, with one antenna attached below the chin and
another attached on the cheek. They have each antenna, in turn, emit a 6
millisecond linear electromagnetic frequency sweep between 2 and 12 GHz and
measure the complex spectrum of the signal transmitted to the other antenna
as well as the signal reflected back to the transmitting antenna. The authors
record such spectra for audible sustained productions of 23 different sounds
by two subjects. They demonstrate that using these signals, it is possible to
build speaker-dependent recognizers that can differentiate the sounds with an
accuracy of up to 93%. A different less explored sensing technique is used by
Stone et al. [SB20], who explore electro-optic stomatography – the measuring
of lip shape, tongue-palate distance and tongue-palate contact patterns using
a combination of electrical and optical sensors inserted into the mouth. The
authors evaluate this sensing technology in a cross-speaker setting and obtain
accuracies of, on average, ∼62% on a 10 German digits corpus, and ∼56% on
a 30 frequent German words corpus.

The production of speech starts inside the human brain. Brain signal recording
might therefore seem like an ideal choice for building SSIs. However, both
the spatial and temporal resolution of non-invasive techniques is too low to
infer anything but whether speech activity is taking place. For this reason,
invasive EEG techniques such as electrocorticography (ECoG) or stereotactic
electroencephalography with deep brain electrodes is used to investigate how
information about speech might be decoded from brain activity. Herff et
al. [HHdP+15] present early work in this area. They record ECoG data
from 7 subjects undergoing epilepsy treatment (who have had the electrodes
implanted to perform mapping of seizure loci and eloquent cortex before
surgery) during audible speech production. Using this data, they build a
brain signal based speech recognition system able to reach error rates between
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25% and 50% on a 10 word vocabulary – significantly better than chance level.
They also show that the brain regions that provide maximum discriminability
for a given time offset in the data correspond to regions associated with
speech production, motion planning, and finally, audio perception. In follow-
up work, Herff et al. [HJD+16] build a first direct conversion SSI that is able
to synthesize audible speech directly from ECoG data using a linear (LASSO)
regression approach.

3.3 EMG-Based Silent Speech Interfaces

While the previous section focused on modalities other than EMG, this section
is focused specifically on introducing prior and related work based on EMG.

3.3.1 Recognition Based Silent Speech Interfaces

The first steps towards SSIs based on EMG are presented by Chan et
al. [CEHL01]. They present a first study in which a system is trained to
discriminate words (ten word vocabulary, digits from “zero” to “nine”) based
on 5 electromyographic channels (bipolar derivation, attached to the inside
of a face mask). They extract features from the whole word EMG data (a
1024 ms window starting 500 ms before word onset) using a wavelet transform
and train session-dependent linear discriminant analysis word classifiers for
2 speakers. Overall, they obtain a classification error of 6.5% on average,
clearly demonstrating that it is possible to extract information about speech
from facial EMG data. They also present results in reducing the past context
available for classification by starting the window later than 500 ms before the
word. Here, they demonstrate that the classification accuracy is significantly
reduced when less past context is available, demonstrating that the EMG
signal preceding audible speech contains important information about the
audible speech signal being produced.

Jou et al. [JSW+06] build on this work and extend it from isolated words
to continuous speech. They introduce the TD-N features that the features
presented in this work are based on, and present a first continuous speech
recognition system based on these features. They train a context independent
phone based HMM-GMM speech recognizer. Using data from a six channel
EMG recording session of a single speaker, they train a system that achieves
a word error rate of ∼32% on a 108 word vocabulary.
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More recent work in EMG-based speech recognition is presented by Pro-
roković et al. [PWSS19]. Compared to the paper presented in the previous
paragraph, the presented system has been improved in several ways. First, it
trades the Gauss-mixture models for more powerful DNN-based estimators.
These estimators do not estimate probabilities for phones, but instead use
bundled phonetic features (first introduced in [SW10]), which relate more
closely to the way speech is produced than phones do, and are therefore a
better match for the EMG signal. The authors produce a session-adaptive
EMG-based speech recognizer, which is adapted using model-agnostic meta
learning. They use the UKA corpus (see Section 4.2.1) They produce a system
that, with 40 utterances for adaptation, achieves a word error rate of ∼4.9%
on the same 108 word vocabulary as mentioned in the previous paragraph.

While the previous paragraphs introduced systems which are all based on
audible EMG data, extending recognition to silent operation is also an impor-
tant area of research. Kapur et al. [KKM18] present an interesting approach
that takes non-audible recording to the extreme. They present an EMG-based
isolated word recognition system based on sub-vocal surface EMG recording –
i.e. EMG recording with no visible movement of the muscles. They record a
data set of 750 productions of isolated digits for 10 users and train a CNN
based word recognizer using the unusual approach of performing MFCC
extraction on a 7-channel sub-vocal EMG signal. Using these recognizers,
they obtain an error rate of on average ∼8% on the 10 word vocabulary.

3.3.2 Direct-Synthesis Based Silent Speech Interfaces

In Janke et al. [JD17] we summarize works in EMG-to-Speech. Furthermore,
we implement and compare EMG-to-Speech systems following four approaches
for EMG-to-Speech conversion:

GMM-based: The GMM-based system presented is based on GMM-based
voice conversion. This EMG-to-Speech conversion approach, which is
the earliest such approach, was first introduced by Toth et al. [TWS09].
It differs from voice conversion in that the features used on the input
side are EMG TD-15 features instead of audio features. Since GMM
systems do not deal with high feature dimensionality well, this approach
additionally requires input dimensionality reduction. The presented
system implements this using force-phone labels obtained by forced
alignment using an acoustic speech recognizer. As output features, the
system uses MFCCs and F0s.
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Unit Selection: The unit selection based system, first presented
in [ZJWS14], works much like a unit selection voice conversion system,
with EMG TD-15 input features. The system presented improves
on a basic unit selection based EMG-to-Speech conversion system by
employing unit clustering [DJS15a]: To improve both output quality
and conversion speed, similar units are grouped using k-means cluster-
ing, and the mean EMG and audio signals of all clustered units are
computed and used to replace the original units in the codebook.

LSTM-based: The LSTM-based system uses recurrent neural networks (bi-
directional LSTMs) to convert non-stacked (TD-0) EMG features to
MFCCs. This approach contrasts with the other approaches presented
in that it does not use explicit context but instead lets the recurrent
model learn context dependencies implicitly.

DNN-based: Finally, the DNN-based approach, first presented in [DJS15b],
uses a 3-hidden-layer deep neural network to convert EMG TD-15
features to MFCCs and F0s. Unlike the GMM model, this model does
not require LDA feature reduction.

We compare these systems using the A500+ (see Section 4.2.2) data, using
the MCD score as well as a four way preference listening test. They find that,
in terms of the MCD score, the DNN system performs best, while the GMM
system performs worst. The LSTM and Unit Selection systems performing at
about the same level with MCD scores that are approximately in the middle
between the GMM and DNN systems. In the preference test, the DNN system
once again performs best, followed by the GMM and LSTM systems, while
the unit selection approach performs worst.
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Recording and Corpora

This chapter describes the recording setups and data corpora that were
used to generate the results presented in this dissertation. This includes
both previous work as well as corpora that were recorded as part of this
dissertation.

4.1 Recording Setups and Devices

As described in the introduction to surface EMG recording, there are many
factors that affect the sEMG signal. In this section, we will briefly describe
the setups used to obtain data for the different corpora presented later in
this chapter and explain their advantages and disadvantages. Mainly, there
are two different setups used: A single-electrode setup and an array electrode
setup. All recordings are done in sessions, one session being a continuous
recording without removing the electrodes.

4.1.1 Single-Electrode Setup

The single-electrode setup, introduced by Maier-hein et al. [WS11], uses a
total of 10 electrodes (standard Ag/AgCl cup electrodes, 4mm electrode
diameter) placed to record specific muscles. Four of the electrodes are used
in a bipolar configuration, while four more are used in unipolar configuration



56 Recording and Corpora

Figure 4.1 – Single-Electrode electrode montage. Black numbers indicate
derivation against a reference electrode placed behind the ear (not numbered).

and measured against two reference electrodes on electrically neutral territory,
attached on the nose and behind the ear. The overall electrode placement
can be seen in Figure 4.1. In total, this results in six recorded channels:

Channel 1 is recorded between a reference electrode on the nose (1-1) and
an electrode attached below the chin (1-2). It is intended to capture
information about the tongue.

Channel 2 is a bipolar channel, recorded between two electrodes (2) attached
on the cheek, on a line going outwards from the nose, angled downwards.
It records signals from the levator anguli oris and, to a lesser extent,
the zygomaticus muscle.

Channel 3 is a monopolar channel, derived between an electrode on the
cheek (3, positioned similarly to the electrodes for channel 2) and a
reference electrode behind the ear (not labeled). It is intended primarily
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for recording the zygomaticus major and, additionally, the levator anguli
oris.

Channel 4 is another monopolar channel with the (unlabeled) electrode
behind the ear as reference electrode. The other electrode (4) is placed
next to the corner of the mouth and is intended for capturing signals
from the upper end of the platysma.

Channel 5 uses an electrode (5) that is placed further down and forward
compared to channel 4 and is, once again, derived against the (unlabeled)
ear reference. It records signals from, again, the platysma, as well as
the depressor anguli oris. This channel is usually omitted when building
EMG-to-Speech conversion systems, as it tends to yield artifact-prone
signals.

Channel 6 is derived in bipolar configuration, with two electrodes (6) at-
tached on the front part of the neck, just below the head. Like channel
1, it is intended to capture signals from the tongue.

These channels are recorded using a Becker Meditec Varioport biosignal
recording system. They are filtered using an analog high-pass filter with a
cutoff frequency of 60 Hz and sampled at 600 Hz.

4.1.2 Array-Based Setup

The array-based setup uses electrodes which are regularly arranged as part of
an electrode grid or strip, with a fixed 10 mm inter-electrode distance. The
advantages of such a setup are twofold. Firstly, the electrodes require less
time and expertise to attach, since there is only one electrode grid and one
electrode strip to attach instead of 10 single-electrode. This makes the setup
substantially faster and thus more practical. Secondly, the high density and
large number of electrodes allows for the extraction of more detailed spatial
information than the single-electrode setup. The downside of the array setup,
compared to the single-electrode setup, also relates to electrode count: Since
there are more electrodes, spread over a large area, the likelihood of at least
one electrode detaching during the recording (due to movement) is much
higher.

A schematic of the montage used for recordings presented in this section can
be seen in Figure 4.2. It uses a 4x8 grid electrode on the cheek, covering
the cheek surface muscles of the speech apparatus. The positioning mimicks
the position in which somebody would hold a cell phone, which could in the
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Figure 4.2 – EMG array electrode positions and numbering for the array-based
setup. Derivation is chained-differential, i.e. channel 1 is between electrode 1
and 2, channel 2 is between electrode 2 and 3, etc.

future integrate similar recording technology, and covers important speech
apparatus muscles in the cheek. It additionally uses an 8 electrode strip
attached below the chin, far enough back so that the electrodes are not placed
directly on bone, to capture information from the tongue. The derivation
is performed in a chained differential fashion: The first channel is measured
between electrode 1 and 2, the second channel between electrode 2 and 3, et
cetera. “Border” channels (e.g. between the last electrode of the first column
and the first electrode in the second column, are recorded, but generally
dropped in pre-processing in our systems. Data recorded for this dissertation
was recorded with an OT Bioelletronica Quattrocento multi-channel EMG
amplifier.

4.2 Existing Data Corpora

To evaluate the performance of EMG-to-Speech conversion and compare
different systems, it is necessary to have fixed data sets with parallel EMG
and audio data. These may be tailored in several ways to allow for different
kinds of evaluations. This section describes available (prior-work) corpora
that are used to produce evaluations in this dissertation, but that have not
been recorded by the author.
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Table 4.1 – EMG-UKA Corpus: Speaker breakdown. (*) indicates session
is part of the trial corpus, numbers in brackets indicate number of sessions /
utterances that are part of the trial corpus.

#sessions

Speaker Total Large Multi-Mode #utterances

1 3 0 3 450 (0)
2 (*) 33 (3) 1 (1) 15 (2) 3720 (820)
3 (*) 1 (1) 0 1 (1) 150 (0)
4 2 0 2 300 (150)
5 1 0 1 150 (0)
6 (*) 1 (1) 0 1 (1) 150 (150)
7 2 0 2 300 (0)
8 (*) 20 (8) 1 7 (2) 2159 (600)

Total 63 (13) 2 (1) 32 (6) 7379 (1720)

4.2.1 EMG-UKA

This corpus contains acoustic and EMG speech signals recorded in parallel,
including a marker channel to compensate for different delays in the signal
recording paths. The audio data was recorded at a sampling rate of 16 kHz,
with a standard close-talking microphone, whereas the EMG signals were
recorded using the single-electrode recording setup. The corpus includes a
total of 63 sessions recorded from 8 speakers, featuring 3 different speaking
modes (modal speech, silent speech, whispered speech) as part of 32 multi-
mode sessions. The speakers were not native English speakers, however, the
recording supervisors ensured that English words were pronounced correctly.
Each session contains recordings of 50 (or, for the Large sessions, at least
500) utterances of read English speech per mode available in the session. The
utterances come from a broadcast news domain. A breakdown of the sessions
by type can be found in Table 4.1 and a summary of session durations can be
seen in Table 4.2. While a modal speech signal is not available for the silent
speaking mode and thus, not recorded, the EMG signal is always available.

4.2.2 EMG-ArraySingle-A-500+ Corpus

The EMG-ArraySingle-A500+ Corpus is a corpus recorded with the evaluation
of offline EMG-to-Speech conversion in mind. It contains both sessions
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Table 4.2 – EMG-UKA Corpus: Subset Breakdown

duration ([h:]mm:ss)

Subset #Spk #Sess Average Total

Audible (Small) 8 61 03:08 3:11:34
Whispered (Small) 8 32 03:22 1:47:42
Silent (Small) 8 32 03:19 1:46:20
Audible (Large) 2 2 27:02 54:04

Whole Corpus 8 63 7:32:00

recorded using the array-based as well as sessions recorded using the single-
electrode setups described above. Data for the corpus was recorded using an
OT Bioelettronica EMG-USB2 multichannel EMG amplifier.

The corpus contains 6 recording sessions total, recorded from three different
speakers – 2 male (Spk1 and Spk2) and 1 female (Spk3). All speakers were
German native speakers and thus read the sentences with German-accented
English. Four of the recording sessions consist of sessions of 500 phonetically
balanced English utterances, based on previous work [SW10]. The remaining
two sessions additionally incorporate utterances from the Arctic [KB04] and
TIMIT [GLF+93] corpora, giving a total of 1103 utterances for the smaller and
1978 utterances for the bigger of these two sessions. The recorded utterances
were manually checked for artifacts, and any utterances where such issues were
found were removed. All of the utterances in the EMG-ArraySingle-A-500+
corpus were produced audibly.

Each session is split into pre-determined training, development and evaluation
sets. Table 4.3 gives a detailed overview of the sessions and how they are
split into the sets. There are two sessions using the single-electrode setup
(marked “Single”) and four using the array-based setup (marked “Array”).

In addition to the data from the base EMG-ArraySingle-A500+ corpus we
also use additional sessions recorded from speaker 1 for some evaluations.
These sessions are listed in Table 4.4.
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Length [mm:ss] # of utterances

Speaker/Session Gender Train Dev Eval Train Dev Eval

S1-Single m 24:23 02:47 01:19 450 50 20
S1-Array m 28:01 03:00 00:47 450 50 10
S1-Array-Lrg m 68:56 07:41 00:48 984 109 10

S2-Single m 24:12 02:42 00:49 447 49 13
S2-Array m 22:14 02:25 01:10 450 50 20

S3-Array-Lrg f 110:46 11:53 00:46 1,771 196 10

Total 278:32 30:28 05:39 4,552 504 83

Table 4.3 – Data corpus information for the EMG-ArraySingle-A-500+ corpus,
including speaker/session breakdown. Speaker 1 and 2 are male, speaker 3 is
female.

Length [mm:ss] # of utterances

Speaker/Session Train Dev Eval Train Dev Eval

S1-Array-2 25:19 02:42 02:43 450 50 40
S1-Array-3 26:23 02:47 02:28 450 50 40
S1-Array-Small-1 05:23 01:16 01:13 140 30 30
S1-Array-Small-2 06:39 01:22 01:20 140 30 30

Table 4.4 – Additional sessions by speaker 1 from the EMG-ArraySingle-A500+
corpus.

4.3 Newly Proposed Data Corpora

As part of this dissertation, several new corpora were recorded and used to
evaluate different aspects of EMG-to-Speech conversion. This section presents
these new corpora and the evaluations performed using them.

4.3.1 CSL-EMG-Words-CVVC Corpus

For speech recognition, it is known that the task of recognizing isolated
words is very different from the task of large-vocabulary continuous speech
recognition due to co-articulation effects and lack of clearly defined word
boundaries [JSW+06]. To evaluate how these differences affect EMG-to-
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Speech conversion and if we should therefore focus on tasks involving single
isolated word productions rather than continuous speech, we recorded a new
corpus that contains several different types of utterances: Continuous speech,
consonant-vowel and vowel-consonant sequences, isolated words and digits:
The CSL-EMG-Words-CVVC corpus. This corpus was first presented at the
13th ITG Conference on Speech Communication [DBS18].

Corpus Design

For continuous speech, we used a subset of the broadcast news domain
sentences from the EMG-ArraySingle-A500+ corpus. Each session in the
CSL-EMG-Words-CVVC corpus contains 390 of these sentences: 300 training
utterances as well as the complete evaluation (40 sentences) and development
(50 sentences) sets, for a total of 390 sentences.

To get a high coverage of consonant-vowel and vowel-consonant sequences
(CVs and VCs, respectively) with regards to our continuous speech block,
we statistically examine the continuous speech training set utterances. We
calculate a frequency distribution of CV and VC sequences and choose the
most frequent sequences (within the 90th percentile, rounding up to the
nearest 5). This results in 85 CVs and 75 VCs total.

To allow for a more consistent pronunciation of these sequences, we added a
context around the combinations (e.g. “T AK E” for AK or “ FE DERAL”
for FE) for prompting during recording — note, however, that participants
were instructed to read only the CV or VC, not the surrounding context. In
a few exceptions the resulting words were infeasible for use in the CSL-EMG-
Words-CVVC corpus because of their structure, e.g. words with a dental
fricative (”th” sound) or diphthongs like ”EO” or ”OU”, where the CV or
VC goes across the boundary of the sound, or where one of the letters in the
CV/VC was silent. Examples are T HI S, FO UN D or PE OP LE. In these
specific cases, we used the next frequent word without these drawbacks.

As a step between continuous sentences and isolated CV/VCs, we use iso-
lated words. The words we include in the CSL-EMG-Words-CVVC corpus
were selected from a set of words used for intelligibility evaluations in tele-
phony [HWHK63]. The original modified rhyme test corpus contains 300
words in total — 150 by variation of initial (phonetic) elements (labeled “IV”)
and 150 by variation of final elements (labeled “FV”), in groups of six words.
For this corpus, we selected 180 words (30 groups of six), 90 words with
initial variation and 90 words with final variation. An example of a group
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with variations of initial elements is: LED - SHED - RED - BED - FED -
WED and a group with final variation: BAT - BAD - BACK - BASS - BAN
- BATH. This specific setup allows for multiple-choice intelligibility testing,
with similar or dissimilar words.

Finally, the CSL-EMG-Words-CVVC corpus is complemented by digits from
0 to 9, which can act as a simple reference set that can be recorded in a short
amount of time. In total, each session in the CSL-EMG-Words-CVVC corpus
contains 740 utterances.

Recorded Data

Using the setup and corpus described in this section, we have recorded
six sessions of parallel EMG and Audio data from different speakers. Our
subjects (Four male, two female) were between ∼20 and ∼30 years old and
are all non-native English speakers, speaking German-accented English. The
recording supervisors ensured that English words and CV/VC combinations
were pronounced correctly. All of the recorded subjects were healthy and
reported never having had any speech disorders. Subjects were thoroughly
informed about the recording procedure and experimental evaluations to be
done with recorded data and informed consent of all subjects was obtained
before recording. In total, we recorded ∼4 hours of data. A detailed breakdown
into the different parts of the corpus for all recorded speakers can be found
in Table 4.5. Recordings were performed in a shielded chamber. Audio
signals were recorded using a Behringer Xenyx 302 audio interface and a
RODE NT-1 condenser microphone. EMG signals were recorded using an
OT Bioelettronica Quattrocento EMG amplifier, using our array-based setup
(see Section 4.1.2).

4.3.2 CSL-EMG-Speak-Along Corpus

One challenge in building SSIs for silent speech is that, since there is no
reference audio data available for silent speech, it is not possible to train
systems that operate on this type of speech directly. It is also not possible
to use any objective evaluation methods that require an audible reference.
A data-based approach to solving this issue is using a speak-along recording
protocol: Speakers are first recorded while speaking audibly and then once
again recorded while silently mouthing along with a played-back recording of
their own voice. It is then possible to use the audible audio recording and the
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Words Sentences

Speaker m/f Digits IV FV CV VC Train Dev Test Total

Spk1 f 00:20 02:42 02:39 02:15 01:58 25:00 04:06 03:44 42:44
Spk2 m 00:20 02:42 02:46 02:14 01:57 21:19 03:26 03:09 37:53
Spk3 f 00:26 03:32 03:32 03:02 02:44 23:04 03:45 03:23 43:28
Spk4 m 00:22 03:00 03:04 02:30 02:14 19:43 03:12 02:50 36:55
Spk5 m 00:21 02:45 02:48 02:30 02:14 23:29 03:48 03:27 41:22
Spk6 m 00:19 02:40 02:43 02:42 02:12 20:16 03:15 03:00 37:07

Total (hh:mm:ss) 03:59:29

Table 4.5 – Data corpus breakdown for recorded utterances of the CSL-EMG-
Words-CVVC corpus (mm:ss)

Audible Speak-Along Silent

Speaker train dev eval train dev eval dev eval

921 21:27 4:10 4:09 21:60 4:14 4:16 4:39 4:01
922 20:12 3:52 3:52 20:31 3:54 3:54 4:16 3:49
923 18:39 3:40 3:36 20:45 3:60 3:57 3:59 3:34
925 22:49 4:05 4:14 24:02 4:22 4:27 3:39 3:21
926 19:46 3:43 3:46 21:11 4:08 4:06 4:41 4:06
927 22:13 4:04 4:11 23:34 4:19 4:25 4:24 3:52

Table 4.6 – Data corpus breakdown for recorded utterances of the CSL-EMG-
Speak-Along corpus (mm:ss)

silent EMG recording as a parallel data pair for training and evaluation. If
training a system using such speak-along data is feasible, we could build EMG-
to-Speech systems not only for people who can presently produce audible
speech but also for people who have already lost their voice. For this group,
we could then simply have them mouth along with any voice recordings that
may be available.

To test our speak-along recording protocol we recorded a corpus of speak-along
data, the CSL-EMG-Speak-Along corpus. The recording for each session was
performed in two steps: First, we record set of 350 sentences – a subset of
the EMG-ArraySingle-A500+ utterance list – 250 training sentences and 50
development and evaluation sentences each, read out audibly. We then record
the entire set again using the speak-along protocol. Finally, we perform a
non-speak-along silent recording of the development and evaluation sets to be
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able to compare the cross-mode performance of systems trained on audible as
well as speak-along data. We recorded a total of 6 sessions with 6 different
speakers. A breakdown of the recorded data can be found in Table 4.6.

Recordings were performed in an acoustically and electromagnetically shielded
chamber. Audio signals (both from the microphone and the re-played speak-
along audio) were recorded using a Behringer Xenyx 302 audio interface. The
microphone used was a RODE NT-1 condenser microphone. EMG signals
were recorded using an OT Bioelettronica Quattrocento EMG amplifier, using
our array-based setup (see Section 4.1.2). An evaluation of the suitability of
our speak-along recording procedure for EMG-to-Speech conversion based on
the data presented here will be shown in Section 5.4.3.

4.3.3 CSL-EMG Array corpus

One of the numerous challenges in building an online EMG-to-Speech con-
version system, compared to building a system for offline evaluation, is that
dealing with time-related signal variations becomes a must even for single ses-
sion systems. As time passes during a session, the signal will change in several
ways due to changes in skin condition (e.g. sweating), muscle condition (e.g.
fatigue) and electrode-skin contact. For evaluating methods for use in online
systems, it is therefore not valid to simply record a large block of data and
randomly split it into training and testing sets. Instead, the time variance has
to be taken into account explicitly. The CSL-EMG Array corpus, recorded as
part of this dissertation and first presented at INTERSPEECH 2020 [DRVS20]
is a parallel EMG-Audio data corpus that is suitable for evaluating online
EMG-to-Speech conversion systems and adaptation methods.

Design

The CSL-EMG Array corpus consists of sessions recorded in a block-wise
manner, with a total of 7 blocks recorded in a fixed sequence in numerical
order (i.e. first block 1, then block 2, then block 3, etc.) and prompts within
a block presented in randomized order (as opposed to previous corpora, which
record all utterances in a randomized manner with no time structure, as one
single block). This closely mirrors the real online EMG-to-Speech conversion
scenario and therefore (unlike corpora where training and testing data do
not have any temporal structure) allows for the development and testing of
online EMG-to-Speech conversion systems with realistic estimates of online
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Table 4.7 – Amount of sentences for different recording blocks (amounts in
parentheses include additional sentences only present for silent testing mode
sessions).

Subset train dev eval

(Block0 Align) - (50) (40)
Block1 Initial 250 50 40
Block2 Adapt1 20 20 20
Block3 Eval1 - 30 20
Block4 Adapt2 20 - -
Block5 Eval2 - 30 20
Block6 Adapt3 20 - -
Block7 Eval3 - 30 20

Total 310 160 (210) 120 (160)

performance. The prompts are English sentences from the broadcast news
domain, and are split into training, development and evaluation subsets. Each
session contains a total of 590 (680 for silent-testing-mode sessions – see the
explanation below) utterances. The number of utterances was chosen to fit
within the maximum length of time after which speaker fatigue and changes in
electrode condition become too large of a problem to obtain useful data. The
sizes of different blocks was allocated to ensure that there is sufficient training
data first, and the remainder split between adaptation and evaluation.

Block 1 includes recordings of the entire set of sentences available in the corpus
(the full training, development and evaluation sets). It can be used to train
and optimize EMG-to-Speech systems and to create a baseline for evaluation
in a manner that is comparable to offline EMG-to-Speech conversion.

Block 2, 4 and 6 each contain 20 training sentences (identical in each case).
These can be used as adaptation data for adapting a system within one
session. Block 2 additionally contains 20 sentences each for development and
evaluation. This data can be used for evaluating different training strategies
on data that is recorded close to but not concurrently with the training data.

Block 3, 5 and 7 contain 30 development and 20 evaluation utterances to
evaluate these strategies on data not recorded concurrently with the data
that the system is being trained on. This matches the evaluation scenario of a
real online EMG-to-Speech conversion system, where compensation for time-
related artifacts is required. Table 4.7 presents an overview of the utterance
counts in each block and subset.
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There are two types of sessions in the corpus: Audible-testing-mode ses-
sions, and silent-testing-mode sessions. For the audible-testing-mode sessions,
subjects were prompted to simply read out the utterances as they normally
would, and parallel EMG- and Audio signals are included for each utterance.
For silent-testing-mode sessions, subjects were asked to silently mouth all
sentences that are part of the development or evaluation subset in blocks
1 through 7 (i.e. mouthing without producing sound while reading along) –
for these, only an EMG signal is included, as reference audio signal is not
produced. Note that this means that for these sessions, it is not possible to
directly compare the systems output with a reference signal since an acoustic
signal does not exist when people speak silently.

The lack of audible acoustic reference data in silent-testing-mode sessions
is a problem when trying to evaluate EMG-to-Speech systems built for this
mode: Common measures such as the MCD score rely on such a reference
signal and cannot be computed when it is not available. To still allow for
objective evaluation, silent sessions include an additional Block 0 (marked with
parentheses in Table 4.7 that contains an audible recording of the development
and evaluation utterances (both EMG and Audio). This data can be used
to evaluate EMG-to-Speech conversion output using dynamic time warping
(DTW) alignment or similar techniques. In addition to the EMG- and audio
data, metadata about the recordings (including transcripts) are also included.

Recording setup

Recordings were performed in a recording chamber shielded against acoustic
and electromagnetic interference. The audio signals included in the corpus
were recorded using a RODE NT-1 condenser microphone and a Behringer
Xenyx 302 audio interface. The EMG signals were recorded using our array
based setup with an OT Bioelettronica Quattrocento EMG amplifier (see
Section 4.1.2). Cross-row channels were not excluded and instead provided
as-is. Finally, one channel was added to both the EMG- and audio signal,
containing a marker that is pulled high by the EMG amplifier at the start
of each utterance, allowing for easy synchronization of the EMG and audio
signals by alignment of the markers. Audio data was sampled at 16000 Hz.
The EMG signal was sampled at 2048 Hz with a 0.3 Hz DC offset removal
and a 500 Hz anti-aliasing filter applied, and re-scaled to millivolt range (i.e.
an EMG signal value of 1 for a channel means 1 mV of measured voltage
difference).
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Table 4.8 – Session durations broken down by training, development and
testing set as well as speaker gender and session mode.

Total (mm:ss) Mean (mm:ss)

Session mode m/f train dev eval train dev eval

Spk1 aud m 25:21 12:06 10:33 4.9 4.5 5.3
Spk1-Sil sil m 21:33 13:17 11:46 4.2 3.8 4.4
Spk2 aud f 26:14 11:50 10:09 5.1 4.4 5.1
Spk3 aud f 24:33 11:16 10:16 4.8 4.2 5.1
Spk3-Sil sil f 23:20 15:33 13:42 4.5 4.4 5.1
Spk4 aud m 31:31 14:04 12:26 6.1 5.3 6.2
Spk5 aud m 20:53 9:29 8:14 4.0 3.6 4.1
Spk6 aud m 28:42 13:09 11:30 5.6 4.9 5.8
Spk6-Sil sil m 28:40 16:25 14:21 5.5 4.7 5.4
Spk7 aud f 25:13 11:37 10:22 4.9 4.4 5.2
Spk8 aud m 20:50 10:02 8:30 4.0 3.8 4.2
Spk8-Sil sil m 20:44 12:51 10:59 4.0 3.7 4.1

All 297:35 151:38 132:49 4.8 4.3 5.0

Recorded speakers and sessions

The corpus contains 12 sessions from a total of 8 speakers. 4 speakers (speakers
2, 4, 5 and 7) recorded audible sessions only, the other 4 (speakers 1, 3, 6 and
8) recorded both an audible and a silent session. The recorded speakers read
English sentences but are not native English speakers. They were allowed to
re-attempt recording as often as desired if they felt they needed to correct
their pronunciation. Three of the speakers were female, and five speakers
were male. Speakers ages ranged between 19 and 32 years old. A detailed
breakdown of the sessions can be found in Table 4.8. In total, 9.5 hours of
data are available. Informed written consent of all recorded speakers was
acquired prior to the collection of data.



Chapter 5

Evaluation and Signal Processing

This chapter describes and motivates the evaluation and feature ex-
traction methods that were used in this dissertation as well as newly
developed for real-time EMG-to-Speech conversion. It also presents ex-
periments performed to inform and evaluate the design of these methods
as well as the baseline offline EMG-to-Speech conversion system used in
this dissertation.

5.1 EMG Signal Processing and Features

This section introduces the two different EMG feature sets used in this dis-
sertation, the pre-existing TD15 features [JSW+06] and the newly developed
C-TD15 features, as well as the technique developed to ensure a consistent
EMG signal range for more resilient online processing of the EMG signal.

5.1.1 Available Features: TD15

TD15 features, introduced by Jou et al. [JSW+06], are the standard features
in EMG-to-speech conversion. They are calculated from the raw EMG signal
as follows:
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First, the EMG signal is aligned with the audio signal, and then shifted 50 ms
into the future, such that (assuming an EMD of 50 ms) EMG samples are
aligned with the audio samples that they are maximally relevant for.

Each channel of the signal is then split into low-frequency and high-frequency
components. A low frequency signal is obtained by applying a nine point
double averaging filter to the EMG signal. A high-frequency signal is then
calculated by subtracting the low-frequency signal from the raw EMG.

Both low- and high frequency signal are windowed using a rectangular window,
both using the same window length and frame shift (the frame shift is fixed at
10 ms, while we evaluate multiple different window sizes in this dissertation).
For each frame, we extract five different features that together make up one
TD0 feature frame:

❼ the low-frequency signal power

❼ the low-frequency signal mean

❼ the high-frequency signal power

❼ the high-frequency signal rectified mean

❼ the high-frequency signal zero-crossing rate

The TD0 frames of all channels are then combined and stacked into the past
as well as the future for 15 frames each to create the final TD15 feature
frames.

The original TD15 feature set [JSW+06] has proven to be a resilient and
effective choice for EMG-to-Speech conversion (a baseline evaluation using
these features can be found in Section 5.3 of this dissertation). However, there
are several issues with TD15 features that prevent their use in a practical
low-latency online EMG-to-Speech conversion system.

The main issue is that it requires substantial amounts of future context, both
explicitly through stacking (150 ms into the future) as well as implicitly (to
calculate the 9 point double average, requiring 9 frames of context – 15 ms
when sampling with 600 Hz). The shifting of the EMG signal relative to the
audio compensates for this to an extent: The latency is reduced by 50 ms
because the feature transformation is effectively trained to produce the audio
frame 50 ms into the future relative to the current EMG frame. In total, any
system using TD15 features will have a best-case latency of 115 ms on top of
any time taken for computations, which is not acceptable for a system meant
for conversational use.
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A smaller, but not insignificant issue is the 9 point double average itself: It
defines a low-pass filter in terms of a fixed sample rate of 600 Hz, which is
not a sample rate commonly supported by EMG recording equipment. In
practice, this means that we either have to resample the EMG signal, or
replace the double averaging with a different filter that approximates the
triangular low-pass filter that it represents whenever we are using a signal
with a sample rate other than 600 Hz, which is not guaranteed to give the
same results (this dissertation takes the latter approach).

5.1.2 Proposed Features

As explained in Section 5.1.1, the TD15 feature set cannot be used when
building an online EMG-to-Speech conversion system. For this reason, we
introduce a new feature set: The causal TD15 (C-TD15) features, which can
be calculated with very little latency and no explicit future context. We also
introduce a means of performing running normalization on EMG data to
ensure consistent signal levels and suppress noise.

C-TD15 Features

To calculate C-TD15 features for a single EMG channel, the signal is again
split into a high-frequency-band and a low-frequency-band part by application
of third-order Butterworth high- and low-pass filters with a cutoff frequency
of 134 Hz (resulting in a delay of approx. 12 samples). The high- and lowband
signals are then each processed into frames with a fixed length (we evaluate
different window lengths as part of this dissertation) and 10 ms shift. From
the resulting frames, the lower-band power, lower-band mean, higher-band
power, higher-band zero-crossing rate and higher-band absolute-value mean
are calculated, resulting in one C-TD1 frame. The C-TD1 frame is stacked
together with the 14 preceding C-TD1 frames to obtain the final C-TD15
feature vector for that channel. To calculate the C-TD15 features for a multi-
channel EMG signal, the C-TD15 features for each channel are calculated
separately and then concatenated to obtain the combined multi-channel EMG
feature vector.

While TD15 features were designed for offline use, and therefore try to position
the central EMG frame of a stacked feature vector in such a way that it is
aligned with the audio frame that it is maximally relevant for, compensating
for EMD, the situation is different for online use. Due to the lack of future
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Figure 5.1 – Results of performing EMG-to-Speech conversion using a neural
network system with C-TD15 features calculated with 0 ms EMG-Audio shift.

stacking, shifting the signal may cause important information to be lost if
the EMD for a specific muscle and motion is less than 50 ms.

We use our baseline system to evaluate two C-TD15 feature variants: One
with 0 ms shift (Figure 5.1) and one with 50 ms shift (Figure 5.2), using
different frame sizes. Interestingly, we observe that the features with 0 ms
shift (overall mean MCD of ∼ 5.76) perform significantly better than the
features with 50 ms shift (mean MCD of ∼ 5.99, one-tailed independent
sample t-test, tested at a level of p ¡ 0.05). There are two effects that likely
contribute to this. One is that while the EMD is 50 ms on average, different
phones may have more or less delay. The other is that due to effects such as
co-articulation, future context can be relevant for a specific phone. Therefore,
universally shifting the signal without stacking into the future may sometimes
cut off EMG data that would be important for a given phone that is being
produced. It is therefore preferable to not shift the signal if the rest of the
system is fast enough to produce output without perceptible delay.

EMG Normalization

We next present an initial method for addressing these differences, enabling
EMG-to-Speech conversion in a realistic real-time online scenario. We achieve
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Figure 5.2 – Results of performing EMG-to-Speech conversion using a neural
network system with C-TD15 features calculated with 50 ms EMG-Audio shift.

this by performing running normalization of the EMG signal. We keep track
of the 99th percentiles of the absolute value of EMG channels over 250 ms.
We then normalize all samples using this 99th percentile value, unless such a
normalization would result in an amplification greater than 100. This keeps
the signal in a range of -1 to 1, compensating for drift and short artifacts
while not amplifying noise from detached electrodes.

To test the effect of this normalization approach on output quality in general,
we again use our baseline system, both using TD15 and C-TD15 features,
and add EMG normalization before the features are calculated. We use this
system to train and evaluate using the EMG-ArraySingle-A-500+, which
allows us to compare the effects that this method has for single-electrode as
well as array-electrode based sessions. The results can be seen in Figure 5.3
(TD15 features) and Figure 5.4 (C-TD15 features). We observe an interesting
effect: While the normalization slightly worsens the MCD score for the single-
electrode sessions, which are relatively free of artifacts, it improves the MCD
score for the Array-based sessions even for the offline evaluation mode.

An evaluation for the online evaluation mode, where the system has to
compensate for time-related differences between training and evaluation data,
is presented along with the introduction of the CSL-EMG Array corpus in
Section 4.3.3.
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Figure 5.3 – MCD scores for EMG-to-Speech conversion with and without
EMG normalization for both the single-electrode as well as the array electrode
sessions of the EMG-ArraySingle-A-500+ corpus, using TD15 features.

Figure 5.4 – MCD scores for EMG-to-Speech conversion with and without
EMG normalization for both the single-electrode as well as the array electrode
sessions of the EMG-ArraySingle-A-500+ corpus, using CTD15 features.

5.2 Evaluation Measures

To improve EMG-to-Speech conversion, we need to measure its quality. This
section briefly introduces the measures and methods used to do so in this
dissertation: Objective scores such as the Mel-cepstral distortion and short
time objective intelligibility as well as subjective listening tests.

5.2.1 Available Measures

First, we will review the MCD and STOI, two available measures used for
comparing a distorted audio signal with a clean reference.



5.2 Evaluation Measures 75

Mel-Cepstral Distortion Score

The Mel-Cepstral Distortion (MCD) score [Kub93] is a measure of cepstral
distance: It measures how much one cepstrogram differs from another. The
MCD score is defined as a scaled Euclidean distance between Mel-frequency
cepstral coefficient vectors excluding the first coefficient:

MCD = 10/ ln 10

√

√

√

√2 ·
25
∑

k=2

(mfccsynthesized[k]−mfccreference[k])2 (5.1)

Given that the reference is intelligible, clean speech, a low MCD score indicates
that the MFCC parameters of both speech sequences are similar and thus
that the synthesized audio is also intelligible. Note that the MCD score only
considers MFCC parameters – it does not consider the fundamental frequency
and is therefore of limited use when trying to evaluate the naturalness of
generated speech.

To be able to calculate the MCD score, reference audio that is exactly aligned
frame by frame to the generated audio is required. Such an alignment is
not always available – for example, in the case of silent speech, where it
simply does not exist. For cases where we do not have aligned reference audio
available, we calculate the MCD score by first aligning MFCC vectors using
the DTW algorithm and then calculating the MCD score. The resulting score
is called the “DTW-MCD” score.

One downside of the MCD score is that, being a score derived from MFCCs,
it will tend to overestimate the performance of systems that internally use an
MFCC speech representation, compared to systems that do not. It should also
be noted that the MCD score depends on the range of in- and output data
(as a lower overall range will also improve the MCD score without increasing
quality) – so the MCD score can not be meaningfully compared between
different recordings, only between different systems operating on the same
data. Normalization can partially alleviate this problem, and all MCD scores
reported in this paper were obtained from audio normalized to have 16 bit
signed integer range (−215 to 215− 1).
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STOI

The Short Time Objective Intelligibility index (STOI) [THHJ10] is a measure
designed specifically to evaluate how intelligible a distorted speech waveform
is, given a clean reference waveform that is assumed to be perfectly intelligible.
A STOI of 0 means “completely unintelligible” and a STOI of 1 meaning
“perfectly intelligible” / identical to the reference.

The STOI operates on a spectrogram representation of the audio waveform,
calculated by resampling the signals to 10 kHz and taking the Fourier trans-
form with 512-length, 256-shift Hanning windows. The resulting spectra are
grouped into 15 one third octave bands, with the lowest bands frequency
centered on 150 Hz, and the spectral power for each of these bands is extracted.
The resulting frames are then normalized to make the total energy of the
distorted speech frames match the clean speeches in a context of 30 units
around the frames to be normalized. They are then clipped such that the
minimum signal to distortion ratio between clean and distorted speech is
-15 dB to prevent any single frame from unduly affecting the result. The
final STOI measure is then the mean of the linear correlations between the
normalized clipped distorted speech frames and the clean speech frames.

Compared to the MCD score, the STOI was specifically designed to evaluate
intelligibility and is known to correlate well with human assessments of
intelligibility [THHJ10]. Additionally, unlike the MCD score, it is not affected
by re-scaling of the data, which improves comparability. Also, since it is not
dependent on an MFCC representation, applicable to comparing different
audio representations.

5.2.2 Proposed Measure: TL-Acc

The previous two measures primarily deal with intelligibility. However, natu-
ralness is also an important part of synthesizing speech. Our direct synthesis
SSI approach aims to produce speech that can not only be understood, but
that also sounds as much like human speech as possible. Thus, we need a
measure that can be used to compare generated audio with reference audio
and tell us whether the generated audio is similarly natural. As naturalness
strongly depends on fundamental frequency, a natural approach is to compare
F0 trajectories.

Typical approaches for doing this are the F0 correlation (the correlation
between of two F0 trajectories, often restricted to voiced sections – then
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called the voiced section correlation) or the voicing accuracy. The voicing
accuracy is the ratio of frames correctly assigned a discontinuous F0 of 0 (not
voiced) or not 0 (voiced), respectively. Both approaches are lacking: The
voicing accuracy only indirectly relates to naturalness, and the voiced section
correlation ignores the fact that one utterance may have many similar F0

trajectories are all correct and natural fits for the utterance.

To ameliorate these issues, we introduce a new objective measure for com-
paring generated F0 trajectories to a reference, the trajectory-label accuracy
(TLAcc) [DUS19]. It combines voicing accuracy and correlation, and ab-
stracts F0 trajectories of voiced sections by reducing them to their most basic
components: going up, going down, or neither of the two. While – compared
to other prosody annotation schemes such as ToBI [SBP+92] – this is a major
simplification of the complexity of F0 movement during speech, this allows
comparisons of whether a generated trajectory is basically similar to another
– unlike these other schemes, which may provide too much detail to allow for
meaningful comparisons, or may not even be accurately extractable without
human assistance.

Our results show that the TLAcc is more strongly correlated with subjective
assessments of naturalness than voicing accuracy or voiced section correlation.
At the same time, it is still easy to evaluate without human interference,
potentially making it a better candidate for use during system development
than the voicing accuracy or voiced section correlation.

The TLAcc is calculated as follows: First, the numerical gradient of the F0

trajectory is calculated by subtracting the value of the frame right of the
current frame from the value left of the current frame – however, if either
the value of the frame to the left or to the right of the current frame is zero
(unvoiced), the central value is used instead of that value. Then, labels are
assigned:

❼ ”unvoiced” (the F0 value of this frame is zero / unvoiced),

❼ ”rising” (the F0 value rises by at least 5 Hz, according to the calculated
gradient)

❼ ”falling” (the F0 value falls by at least 5 Hz, according to the calculated
gradient)

❼ ”flat” (otherwise)
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Figure 5.5 – Scatter plots of utterance mean normalized MUSHRA scores
against the ratings assigned to the same utterances by the voicing accuracy
(left), the voiced section correlation (middle) and our proposed trajectory-label
accuracy measure (right). Red lines indicate regression line.

The TLAcc is then the accuracy calculated between the reference and hypoth-
esis trajectory labels. A reference python implementation of this measure is
available online1.

To verify that this is a reasonable approach, we compare the ratings produced
by this new measure to human evaluations – the gold standard in rating the nat-
uralness of speech – from a listening test using the MUSHRA [ITU01] method,
evaluating output of EMG-to-Speech conversion on the EMG-ArraySingle-A-
500+ Corpus. For more information on MUSHRA based subjective listening
tests, see Section 5.2.3.

A scatter plot of the MUSHRA scores (average per utterance scores) versus the
three different objective measures for all utterances from the listening test can
be seen in Figure 5.5, showing that the trajectory label accuracy is strongly
correlated with the listening test scores (Pearson’s r ≈ 0.71, compared to
only r ≈ 0.3 for the voicing accuracy and r ≈ 0.25 for the voiced section
correlation).

5.2.3 Subjective Listening Tests

While objective measures are convenient to use during system development
to compare two methods, the gold standard in speech quality assessment con-
tinues to be subjective listening tests with human listeners. This dissertation
uses two different approaches to listening tests: Comparative A/B preference
tests, and mean opinion score (MOS) [IT06] based tests.

1https://github.com/cognitive-systems-lab/trajectory-label-accuracy
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Comparative A/B preference tests are used to compare two systems directly:
A test participant is presented with output from two systems A and B for the
same utterance, and asked to choose whether they prefer system A, system
B, or neither. This way of testing is most useful for evaluating whether a
proposed system produces output that humans perceive as better than a
baseline systems.

MOS based tests instead ask the user to rate utterances on a scale. The MOS
testing method used in this dissertation is the Multiple Stimuli with Hidden
Reference and Anchor (MUSHRA) method [ITU01]. Here, a test participant
is presented with a reference audio file (the audible reference) marked as
being the reference first. The participant is then asked to rate the output
from multiple systems in addition to the reference (unmarked) and a low
anchor on a continuous scale from 0 to 100 points. The anchor (generated by
strongly distorting the reference with a low pass filter) and hidden reference
are used to set and normalize for user expectations of quality. The reference is
also used to verify test participants performed the task correctly by checking
whether it was consistently assigned a score near the maximum.

All our subjective listening tests were performed using the web-based BeaqleJS
framework [KZ14], with randomized order of presentation for utterances
as well as different versions of each utterance. Details on prompting and
instructions differ between tests and are given separately for each evaluation.

5.3 Baseline Offline EMG-to-Speech Con-

version System

This section briefly describes the baseline offline EMG-to-Speech conversion
system using neural networks, adapted from our previous work [DJS15b].
This system forms the basis for many of the evaluations that informed the
design of our new online EMG-to-Speech conversion system, presented in
Chapter 6. The model was first developed by the author of this dissertation
when working as a student research assistant as part of the dissertation work
of and together with Matthias Janke [Jan16].

The system uses a three-step approach to converting facial speech sEMG
signals to audible speech. First, EMG TD15 features (see section 5.1.1) and,
for training, parallel audio MFCC+F0 features are extracted. The EMG
features are then converted to audio features by a feed-forward neural network.
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Figure 5.6 – Structure of the feed-forward neural network used in the baseline
EMG-to-Speech conversion system.

The network uses a three-hidden-layer bottleneck shape structure, with hidden
layer sizes (from input to output) of 2048, 512 and 1024. The activation
function is the Rectified Linear (ReLU) function, except for the output layer,
which uses linear activation. After each layer (including the input layer),
dropout regularization [SHK+14] (with a dropout rate of 0.5) is applied to
prevent overtraining. Figure 5.6 shows an overview of the network structure.
The network is trained for 250 epochs using stochastic gradient descent with
a learning rate of 0.01 and a momentum term of 0.9.

Finally, after converting the EMG features to audio features, the final wave-
form output is generated by MLSA vocoding. Each of the steps described is
performed for the data of a complete utterance at a time.

5.3.1 Baseline evaluation

To provide a baseline for the comparison with other approaches, we present
an evaluation of the baseline offline EMG-to-Speech conversion system on the
EMG-ArraySingle-A-500+ corpus. We perform this evaluation for different
frame lengths that have been used in previous EMG-based speech processing
work, 27 ms [WKJ+06] and 32 ms [DJS15b], as well as 30 ms as an intermediate
step. The results are presented in Figure 5.7.
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Figure 5.7 – MCD score performance on the EMG-ArraySingle-A-500+ corpus
of the baseline offline EMG-to-Speech conversion system using TD15 features.

5.4 Evaluating Aspects of EMG-to-Speech

Conversion

This section presents different experiments performed as part of this disserta-
tion to investigate specific issues related to EMG-to-Speech conversion and
to inform the design of our real-time low latency EMG-to-Speech conversion
system and study.

5.4.1 Paralinguistic Pre-Study on the EMG-UKA
Data

While the main goal of an EMG-to-Speech system is to communicate the
factual information that a user intended to convey, an important reason to
prefer EMG-to-Speech conversion over methods employing a textual rep-
resentation is that it can transport additional paralinguistic information –
speaker attributes (i.e. speaker age, gender, personality, ...) or speaker states
(i.e. mood, emotion, ...). This is, in fact, mentioned as an advantage of the
direct-synthesis approach over other approaches to building SSIs – however,
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few studies try to verify that such information is present in biosignals used
for SSI in practice.

To test whether EMG-to-Speech conversion is in fact capable of decoding
information about the speaker and speech other than its text content, we
attempt [DAB+20] to recognize two such attributes: Speaker ID (a speaker
attribute) and speaking mode (a speaker state). For this, we use the EMG-
UKA corpus, since it contains a larger variety of speakers that have recorded
multiple sessions than any other EMG corpora available.

For testing speaker recognition, we use the five speakers from the EMG-UKA
corpus (see Section 4.2.1) for which more than one session is available. We
then train speaker recognizers in a leave-one-session out setup and evaluate
on the held-out session. This prevents our speaker ID system from simply
latching on to session characteristics. We evaluate two basic classifiers: A
linear discriminant analysis (LDA) classifier and a decision tree based random
forest classifier. Both operate on a set of utterance summary statistic features
calculated in the time domain (mean absolute value, root mean square, sum
absolute values, variance, simple square integral, waveform length, average
amplitude change, zero crossing rate, slope sign change) and frequency domain
(median frequency, weighted mean frequency). We additionally evaluated
LDA operating on speaker embeddings obtained from a neural network trained
to replicate acoustic speaker embeddings (embedding transfer). The results
of this evaluation in terms of speaker ID accuracy can be seen in Table 5.1.
It can be seen looking at the range of results for each speaker that there
is a clear bias towards speakers with larger amounts of training data that
especially affects the more complex embedding transfer approach. However,
all approaches manage to perform above chance level (0.55 – prevalence of
the most common speakers utterances) averaging over all speakers.

One important caveat to consider with these results is the potential effect of
time-related changes on the results: While we do take care to only evaluate
on sessions not contained in training, the time at which each session was
recorded is not known for the EMG-UKA corpus. It is therefore possible that
multiple sessions for a single speaker were recorded on the same day or even
without re-application of the electrodes, which may lead us to over-estimate
the performance of speaker ID on this data.

To test speaking mode identification, we train an LDA classifier (using the
same features that were used for speaker ID recognition) to decode speaking
mode with three classes – audible (Aud), whispered (Whis) and silent (Sil).
As session characteristics and speaking mode are not inherently linked, we
train one classifier on the training set of all multi-mode sessions from all
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Table 5.1 – Session-wise minimum, maximum, and mean/standard deviation
of the per utterance speaker ID accuracy from EMG using three different
methods.

LDA Random Forest Embedding Transfer

Spk# Worst Best Mean Worst Best Mean Worst Best Mean

1 0.97 0.99 0.98➧0.01 0.58 0.99 0.85➧0.19 0.25 0.33 0.29➧0.03
2 0.34 1.0 0.95➧0.13 0.96 1.0 0.99➧0.01 0.1 0.98 0.81➧0.2
4 0.0 1.0 0.5➧0.5 0.01 0.68 0.35➧0.33 0.29 0.49 0.39➧0.1
7 0.0 0.0 0.0➧0.0 0.0 0.0 0.0➧0.0 0.01 0.04 0.02➧0.01
8 0.99 1.0 1.0➧0.0 0.83 1.0 0.99➧0.04 0.43 0.9 0.75➧0.14

All 0.0 1.0 0.92➧0.24 0.0 1.0 0.93➧0.22 0.01 0.98 0.72➧0.25

Figure 5.8 – Confusion matrix of performing mode classification on EMG
data using an LDA model.

speakers included in the EMG-UKA corpus and evaluate this classifier on
the full multi-mode test set. The results of this evaluation are presented in
Figure 5.8. As the multi-mode sessions are balanced with regard to mode, the
chance level is be 33.33% accuracy, while the LDA mode classifier achieves
58.55% overall.

The accuracy with which the silent mode is recognized is even higher – 74.4% –
and whisper and audible are confused at a higher rate than either is with silent.
This matches expectations: While audible and whispered speech are similar
insofar as they both involve the production of sound, silent mode speech does
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Figure 5.9 – Results of EMG-to-Speech conversion on isolated speech, obtained
using 8-fold cross evaluation. Bars indicate utterance standard deviation, lower
is better.

not. The results once again illustrate the importance of compensating for a
lack of audible speech production in silent speech processing – a goal of this
dissertation.

5.4.2 Comparing Isolated and Continuous Speech

To investigate the differences between isolated speech and continuous speech,
we perform EMG-to-Speech conversion on the CSL-EMG-Words-CVVC cor-
pus (see Section 4.3.1) and analyze the results. To do this, we train a system
based on the methods used for our baseline system described in Section 5.3
and compare the MCD scores of the systems output for different speaking
styles.

To evaluate the performance of our system when both training on and con-
verting on the same style (isolated words or CV/VCs), we perform 8-fold
cross evaluation training on these subsets (splitting utterances into folds).
The MCD scores of the resulting audio can be found in Figure 5.9.

Figure 5.10 shows MCD scores obtained on continuous speech (the sentences
development set) using systems trained on different combinations of training
data. We show scores when training on the sentences training set, the isolated
CV/VCs, the isolated words, words + CV/VCs and finally, the sentences
training set + words + CV/VCs all together. Figure 5.11 shows a similar
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Figure 5.10 – Results of EMG-to-Speech conversion on continuous speech
(on the sentences development set of the CSL-EMG-Words-CVVC), with the
system being trained on different combinations of training data. Bars indicate
utterance standard deviation, lower is better.
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Figure 5.11 – Results of EMG-to-Speech conversion on isolated speech (on
the Words set of the CSL-EMG-Words-CVVC corpus), with the system being
trained on different combinations of training data. Words 8-fold cross-evaluation
provided for reference. Bars indicate utterance standard deviation, lower is
better.
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Figure 5.12 – Evaluation on the CSL-EMG-Speak-Along Corpus - within-
mode comparison conversion performance using TD15 features in a
DNN+MLSA-based system.

evaluation for isolated speech (the Words set). Here, we use systems trained
on CV/VCs and on CV/VCs + the sentences training set. The word cross-
evaluation results are provided as a reference.

Comparing Figure 5.9 to Figure 5.10, we can see that there is a clear difference
between isolated and continuous speech in terms of EMG-to-Speech conversion
performance. Though the amount of training data available for continuous
speech is much larger (see Section 4.2.2), better MCD scores are obtained for
isolated speech. Additionally, when evaluating across styles, using a system
across styles results in worse performance, as can be seen in Figure 5.10 and
5.11: When evaluating across styles, there is a larger drop in performance
(Increase in MCD score) then when evaluating within a style (differences
significant at p < 0.05).

5.4.3 Speak-Along Protocol Evaluation

To test whether training on speak-along data recorded according to the
protocol described in Section 4.3.2, is feasible, we train and evaluate EMG-
to-Speech conversion systems on both the audible and speak-along data
of the CSL-EMG-Speak-Along corpus. To evaluate the protocol for both
offline as well as online EMG-to-Speech conversion, we train systems using
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Figure 5.13 – Evaluation on the CSL-EMG-Speak-Along Corpus - within-
mode comparison conversion performance using C-TD15 features in a
DNN+MLSA-based system.

both the baseline offline setup described in Section 5.3 as well as the online
system described in Chapter 6, using C-TD15 features, both using MLSA
vocoding. The MCD score results of this within-mode evaluations can be
seen in Figure 5.12 and Figure 5.13 for the baseline TD15 and online C-TD15
systems respectively. It can be seen that, while the performance for the
speak-along data is worse than performance on audible data, it is possible to
train a working EMG-to-Speech system in this manner.

We additionally test how well both systems work on converting non-speak-
along silent data, using the DTW-MCD score. The results are presented in
Figure 5.14 (baseline TD15 system) and Figure 5.15 (online C-TD15 system).
It can be seen that, while there are differences between the systems in terms
of MCD score when evaluating within a mode, there is no significant MCD
score difference between using an audible EMG based system and using a
speak-along EMG based system for converting silent EMG data to audible
speech. The conclusions we can draw from this are twofold: First, there
appears to be no advantage to training a system for silent EMG-to-Speech
conversion in terms of output quality – the signal is either no closer to the
silent signal than an audible EMG signal, or any advantages are negated
by issues unique to the speak-along recording method. However, second, a
system trained on speak-along data performs no worse than a system trained
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Figure 5.14 – Evaluation on the CSL-EMG-Speak-Along Corpus - silent-mode
comparison conversion performance using TD15 features in a DNN+MLSA-
based system. Session 922 has been excluded due to broken Silent EMG
data.

on audible data – so training a system using a speak-along recording protocol
for people who have already lost their voice is feasible.

We additionally perform a signal-based evaluation and compare the mean
power spectral density (PSD, calculated via Welchs method [Wel67]) of the
EMG signals of each speaker. we calculate separate PSDs for the audible
EMG data, silent EMG data with speak-along and silent EMG data without
speak-along. The results of this evaluation can be seen in Figure 5.16.

The overall shape of the PSD curves is broadly similar between all sessions –
note, however, that the average energy is much lower for some speakers than
others. This is likely due to a combination of differences in speaking style
as well as differences in electrode-skin contact. When comparing the audible
EMG, silent EMG with speakalong and silent EMG without speakalong, there
is a clear pattern. The overall energy of the audible EMG signal is always
the highest, followed by the silent speakalong and silent EMG. This matches
the results from previous work [JWS10, WJS11], where audible EMG was
found to have an overall higher energy than silent EMG. Additionally, for
speakers 922, 926 and 927, the energy of the speak-along signals is higher than
that of the silent signals. This may indicate that the speak-along protocol
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Figure 5.15 – Evaluation on the CSL-EMG-Speak-Along Corpus - silent-mode
comparison conversion performance using C-TD15 features in a DNN+MLSA-
based system. Session 922 has been excluded due to broken Silent EMG
data.

caused speakers to articulate in a manner that is a mix of audible and silent
articulation. An alternate explanation could be speaker fatigue causing
participants to articulate with less effort. To test whether this might be the
case, we compare the PSD in the first half of the audible EMG recording
with the PSD of the second half of the audible EMG recording. The results
of this evaluation can be seen in Figure 5.17. It can be seen that there is
a large reduction in energy from the first to the second half of the audible
EMG data, indicating that the differences in PSD that we see are at least in
part due to reasons other than speaking mode.

5.4.4 Initial EMG-to-Speech evaluation on the CSL-
EMG Array corpus

To provide a baseline for future results and to further illustrate the usefulness
of the blockwise recording protocol of the CSL-EMG Array corpus presented
in Section 4.3.3, we calculate initial EMG-to-Speech conversion results on this
corpus. We use C-TD15 features, as described in Section 5.1.2, with EMG
normalization applied (Section 5.1.2), and perform the EMG to audio feature
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Figure 5.16 – PSDs of the EMG signals of CSL-EMG-Speak-Along speakers,
audible EMG, silent EMG with speak-along and silent EMG without speak-
along. Note the different axis scales. Note the different y-axis scales.

Figure 5.17 – Mean PSD of the EMG signals of CSL-EMG-Speak-Along
audible EMG data, split into first halves and second halves.
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Figure 5.18 – Baseline MCD scores (lower is better) for real-time session-
dependent EMG-to-Speech conversion with EMG normalization, training on
Block 1 and evaluating on Blocks 1, 3, 5 and 7.

mapping using a DNN-based online capable system as described in Chapter 6,
trained on the block 1 training data. For evaluation, we converted the EMG
features of the development and evaluation data of blocks 1, 3, 5 and 7 of the
same session. The structure of the network (Bottleneck, hidden layer sizes
of 2048, 512 and 1024, dropout regularization after each layer) is based on
our previous work [DJS15b]. We trained the networks for 500 epochs using
stochastic gradient descent with a learning rate of 0.01 and a minibatch size
of 1024 (training times for these systems, on an Nvidia RTX2080Ti GPU,
ranged between 20 and 25 minutes). The audio representation used as target
for the feature mapping is the MFCC+F0, using the MLSA vocoder.

Results are provided in terms of the MCD score for the audible data, and
the DTW-MCD score (calculated using the block 0 references) for silent data.
They can be found in Figure 5.18 (Audible data) and Figure 5.19 (Silent
data). Note that, due to the alignment, direct comparison of these scores to
non-DTW MCD scores is not possible, however, it can be seen that the silent
sessions follow the same general trends. The scores for the initial block (i.e.
using the “offline” style evaluation where the test set is made of utterances
recorded within the same recording block as the training data, with the order
randomized) are better than those for the later blocks. This clearly illustrates
the need for a blockwise recording protocol.

When the EMG normalization is omitted (results presented in Table 5.2,
evaluated on audible sessions only), this becomes even clearer – while the
performance for block 1 is still good, the mapping for the later blocks often
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Table 5.2 – MCD scores (lower is better) for an EMG-to-Speech conversion sys-
tem without within-session EMG normalization, audible testing mode sessions
only.

Block (Dev. set) Block (Eval. set)

Session 1 3 5 7 1 3 5 7

Spk1 7.54 7.78 8.54 8.95 7.84 7.94 8.49 8.83
Spk2 7.55 9.98 8.22 8.46 8.12 9.57 8.21 8.41
Spk3 7.5 17.14 14.71 9.06 7.87 17.33 14.4 9.07
Spk4 8.66 9.82 9.39 9.4 8.71 9.75 9.51 9.48
Spk5 7.49 7.95 7.69 7.65 7.46 7.93 7.64 7.56
Spk6 7.41 7.96 7.94 7.88 7.64 8.01 8.0 8.08
Spk7 7.46 8.23 8.58 8.63 8.08 8.48 8.63 8.8
Spk8 7.83 8.18 8.01 8.31 7.96 8.27 8.25 8.33

completely breaks down as the system has no way to compensate for even
small time-related signal changes.

Figure 5.19 – DTW-MCD scores (lower is better) for real-time session-
dependent EMG-to-Speech conversion, training on Block 1 and evaluating
on silent data from Blocks 1, 3, 5 and 7.



Chapter 6

Low-Latency EMG-to-Speech

Conversion

This chapter details the design of our low-latency EMG-to-Speech con-
version system. It presents the studies performed to inform design
choices and the architecture used to achieve the goal of low-latency
EMG-to-Speech conversion.

To achieve EMG-to-Speech conversion with faster-than-realtime throughput
and low latency, we have to make several trade-offs and design software in a way
that allows for efficient operation. This chapter explains the architecture of our
real-time low latency EMG-to-Speech conversion system and considerations
behind architecture decisions.

6.1 Pipeline Structure

To perform EMG-to-Speech conversion in real time requires several different
computation steps as well as input and output handling. All of these steps
take varying amounts of computation time and sometimes require buffering
and changes in frame rate. To implement a system that performs all of these
steps in an efficient manner, we employ a pipeline structure that allows us
to build the system as a sequence of modules that feed input to each other.
Each module is either a source module (audio microphone source or EMG
source), sink module (audio output), or a processing module that receives
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Figure 6.1 – Structure of a system (built using our live framework) for
recording, aligning and calculating features for parallel EMG and Audio data.
The different modules are explained on the following pages.

input from one or more modules, performs computations on the input and
feeds its output to one of more modules. The modules can then be connected
in a directed acyclic graph structure to build EMG-to-Speech conversion
systems in different configurations. Modules can run their computation in
a separate process to allow for computationally expensive steps to run in
parallel where possible – however, this introduces overhead for inter-process
communication.

Two examples of system structures that are possible with this framework
can be seen in Figures 6.1 and 6.2, for cutting and feature extraction during
recording and live operation respectively. The following sections will introduce
the different modules used in the system used to build the real-time feedback
study presented in Chapter 7 of this Dissertation. Modules communicate
by passing two-dimensional NumPy [Oli06] arrays between each other, with
the first dimension representing time and the second dimension representing
feature dimensions.

6.1.1 Input

The input modules interact with recording hardware and provide data from the
recording hardware as outputs to modules further down the graph. Our system
uses two different input modules: One for audio data from a microphone
(for recording audible speech data for training and evaluation) and one for
recording EMG data from an OT Bioelletronica Quattrocento multi-channel
EMG amplifier.
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Figure 6.2 – Structure of a system (built using our live framework) for
generation of low latency audio feedback. The different modules are explained
on the following pages.

Microphone Input

Our microphone input module (AudioSource) implements microphone record-
ing using the PyAudio [Pha06] API. In a recording process, it records stereo
audio from a specified audio interface with a fixed block size of 256 samples
and resamples it to a sample rate of 16 kHz. The data is then passed to the
following modules in a separate output process – this ensures that no frames
are dropped in the input process.

EMG Input

The EMG input module (QuattrocentoDataSource) records data from an OT
Bioelletronica Quattrocento multi-channel EMG amplifier. To avoid latency
introduced by third-party drivers or interface software, we implemented the
binary network protocol used by the amplifier according to manufacturer
specifications. This allows us to directly and programmatically control the
recording parameters of the amplifier (active channels, sampling frequency,
DC offset removal and anti-aliasing filter cutoff) and to receive data and pass
it on to the rest of the system without delays caused by buffering.

The module uses two processes. The recording process receives raw sample
data from the EMG amplifier, decodes it from the wire representation used by
the amplifier to a multi-channel array of voltages, and collects sample values
until a specified number of samples has been reached (to avoid overhead
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from too-frequent inter-process communication). The output process then
sends these blocks of samples to the following modules. As in the audio
input module, this design ensures that no samples are lost due to processing
delays. Unlike the audio module, the EMG source can be configured to drop
a number of samples on startup. This prevents “power-on” artifacts and
transient effects from propagating further through the system.

Synchronization Marker Generation To ensure that audio and EMG
signals are perfectly synchronized during processing, our system uses a marker.
This marker is generated and output by the EMG amplifier, which has
an electric output that can be programmatically configured to be pulled
to either 0 V or 5 V using the EMG input module. In our system, this
output is connected to the right channel of the audio interface. The actual
synchronization is performed by the UtteranceCutter module, which will be
described later in this chapter.

6.1.2 Output

Audio output is handled using the JACK [DLJ02] audio system. The JACK
API allows very low-level access to audio hardware with fine-grained control
over sample rates and buffer sizes, which is important for low latency audio
playback.

Our JackAudioSink module performs two tasks in addition to passing the
data on to the JACK system for output. First, it performs resampling
and format conversion: Since the audio hardware sample rate and format
are not necessarily the same as sample rate used by our system internally
(16 kHz), the audio first has to be up-sampled to a rate and converted to
a representation that the audio interface can process. Second, it performs
output buffering. Since the JACK system does not internally buffer audio,
any jitter in processing times would lead to undesirable audio drop-outs. To
prevent this, the output module buffers a small amount of audio data (at
minimum, 10 ms, at maximum, 30 ms – if the buffer ever grows beyond 30 ms,
audio data is dropped until it is again below 30 ms to provide an upper bound
on the latency introduced by audio buffering) of audio data to smooth over
small intermittent delays in processing. The actual output is handled in a
separate process to ensure that processing holdups cannot cause audio output
issues. If the audio buffer runs empty, the latest block of audio samples is
repeatedly output until new data becomes available.
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6.1.3 Processing

The majority of the modules in our system are concerned with the processing
of data. Broadly, there are three types of modules: Pre-processing / feature
extraction modules, feature transformation modules, and an audio synthesis
module.

Cutting and Synchronization

For training, we want to record separate utterances containing parallel EMG
and Audio data. The UtteranceCutter module provides both splitting of
incoming data streams at a given start and end time and synchronization of
streams using the marker channel. It provides a function to mark an utterance
start point in both the EMG and Audio input stream, and another function
that returns all data since the start point. Utterances are synchronized so
that the marker is at the same point in time at both streams (detected as the
first sample for which the absolute value of the signal rises above 90% of the
maximum signal amplitude in an utterance – this prevents electrical noise
from interfering with marker detection) with an optional offset to compensate
for electro-mechanical delay (set to zero in our system – the reasoning behind
this is explained in Section 5.1.2). To ensure that no utterance data is cut
off accidentally, the module includes 400ms of additional padding before and
after the specified cut-off points.

Filtering and Windowing

The FrameBuffer module has two functions. First, it is able to apply low-
high- and band-pass / stop filters in second order structure form to an
incoming stream of data. Second, it is able to store this data in a ring buffer
and split it into frames with a given frame size and shift (tracked in terms
of seconds rather than full samples to prevent input signals with different
sample rates from drifting apart over time due to roundoff error). All buffers
required to perform filtering and windowing are pre-filled so that the first
frame is output once one frame shift worth of input data has been received.
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EMG Feature Extraction

Our EMG feature extraction is implemented as a sequence of multiple modules.
They take a stream of multichannel EMG data as input and output a sequence
of C-TD15 EMG feature frames.

EMG Normalization The first step in calculating our EMG C-TD15 fea-
tures is channel-wise EMG normalization, implemented by the RunningNorm
module. This module implements the normalization presented in Section 5.1.2.
To implement this procedure efficiently, we keep track of the per channel
median by iteratively inserting new values into a sorted list of the last 250 ms
of values, avoiding expensive re-sorting. Additionally, we only update median
values every four samples.

C-TD15 Feature Calculation The normalized multichannel EMG sig-
nal is passed to the TDNCalculator module. This module implements the
windowing, feature calculation and stacking as a sequence of sub-modules.
We start by filtering the EMG signal using a 50 Hz notch filter for line
noise rejection, followed by splitting the signal into high- and low frequency
parts using a 3rd order Butterworth filter at 134 Hz and windowing into
32 ms windows with a 10 ms shift, both using the FrameBuffer module,
resulting in a stream of low-frequency and high-frequency frames. We then
use LambdaNode modules, which simply apply a single function to its input,
to calculate the low-frequency signal power and mean as well as the high
frequency signal power, rectified mean and zero-crossing rate for each frame.
Finally, we use another module (FrameJoinStacker) that combines all the
calculated features into one feature frame and stacks 15 frames into the past
(padded with zeros for instant startup). For a more detailed description and
evaluation of the C-TD15 feature set, refer to Section 5.1.2.

Audio Feature Extraction

Our system implements three different types of audio features: Features based
on the MLSA filter, features based on the LPCNet vocoder, and simple frame
power features.

MLSA Features The MLSA features (Described in detail in Section 2.4.2)
consist of MFCCs, calculated by the WCEPFeatCalc module, and F0s, calcu-
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lated by the F0Calc module. The former uses the BioKIT [TWG+14] signal
processing toolkit to perform MFCC calculation for a single frame of audio
data, while the latter uses our implementation of the YIN algorithm. Both
use the FrameBuffer module for windowing with a frame size of 32 ms and
frame shift of 10 ms.

LPCNet Features The LPCNetFeatCalc module calculates the Bark-scale
cepstral coefficients, pitch period and pitch correlation features used by
the LPCNet vocoder described in Section 2.4.2. The feature extraction is
performed by passing the stream of input audio samples directly to the
LPCNet reference implementation, which performs both framing (with a
shift of 10 ms, matching the EMG feature frames) and feature calculation.
We adapted the reference implementation for use via the Python native
binary library interface for maximum performance. To compensate for the
algorithmic lag of 25 ms in LPCNet synthesis, the first three frames of audio
data are dropped in extraction, making the algorithmic lag effectively -5 ms
at the cost of 30 ms of context. However, since we assume the EMD is 50 ms,
a loss of 30 ms of context for improved latency is an acceptable trade-off.

Frame Power features The SimpleFeatCalc module can be used to ex-
tract the frame based power of audio data, once again with a frame size of
32 ms and frame shift of 10 ms. It also provides a function to quantize this
power into three steps: Bottom 45th percentile, between 45th and 80th per-
centile, and above 80th percentile. These values were determined to roughly
correspond to ‘silence“, ”normal speech“ and ”loud speech“ on our dataset.

Audio Synthesis

The synthesis modules perform the inverse of the audio feature extraction:
They take a sequence of audio features and output an audio waveform.

MLSA Synthesis The WCEPSynth module performs MLSA synthesis using
the HTS [ZNY+07] implementation of the MLSA filter, modified to be able
to perform run-on synthesis instead of operating on an entire utterance of
data at once.
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Frame Power Synthesis The SimpleSynth module can be used to syn-
thesize an audio from frame power features. It generates either silence, a
buzzing signal at half volume, or a buzzing signal at full volume, depending
on the input power. The buzzing signal is generated as a harmonic oscillation
(150 Hz square wave) mixed with white noise at a 9:1 ratio, which results in
a signal that sounds broadly similar to speech excitation.

LPCNet Synthesis The LPCNetSynth uses the LPCNet vocoder described
in 2.4.2. Before passing the data to the LPCNet vocoder via the python
binary interface, it performs two more tasks: First, the 0th Bark-scale cepstral
coefficient is shifted down and stretched by a factor of 1.2. This cancels out low-
amplitude noise while keeping the volume and dynamics of higher amplitude
sound intact. Second, the features are clipped to the appropriate input range
for LPCNet to avoid numerical explosion during synthesis.

Comparing MLSA and LPCNet We compare MLSA-based and
LPCNet-based synthesis for EMG-to-Speech using the low-latency EMG-
to-Speech conversion system described in this chapter, using the low latency
capable C-TD15 features. We evaluate the quality of performing session
dependent conversion with the feature transformation trained on the training
set of the CSL-EMG Array corpus and performing conversion of the Block 1
evaluation set (i.e. the evaluation sentences recorded in the same block as the
training set).

To get an objective evaluation of the performance of both methods, we take
the results of performing EMG-to-Speech conversion on the audible EMG
sessions and calculate the STOI (we do not consider the MCD score, as the
MLSA-based system directly optimizes for it and the LPCNet-based system
does not, making it a bad choice for this comparison). The results can be seen
in Figure 6.3. We find that the MLSA-based system on average generates
output with a significantly (p < 0.001) higher STOI score.

As the gold standard in speech quality assessment is human listening tests, and
the STOI scores obtained in our evaluation lie in an area where the resolution
of the STOI is worst, we also perform a MUSHRA [ITU01] listening test.
We evaluate a set of 48 randomly chosen utterances (4 utterances from each
session), using both the audible EMG and silent EMG sessions. For the audible
EMG sessions, the actual reference audio is used as the reference, whereas for
the silent EMG sessions, we use the (non-aligned) Block 0 audible references of
the same prompt. Listeners were prompted to rate the utterances similarity to
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Figure 6.3 – STOI evaluation of systems using MLSA and LPCNet based
synthesis for EMG-to-Speech conversion using our low-latency system on the
Block 1 evaluation set of the CSL-EMG Array corpus. Error bars indicate
standard deviation, higher is better.

the reference. As our anchor, we use a version of the reference low-pass filtered
at 500 Hz. The result of this listening test (from 9 evaluators) can be seen
in Figure 6.4. While for the silent sessions, there is no significant difference
between MLSA and LPCNet-based synthesis, for the audible sessions (and
for all sessions overall), the LPCNet synthesis is rated significantly higher by
our evaluators than the MLSA synthesis.

Feature Transformation

The feature transformation from EMG to Audio features is implemented by
the DNN module. It uses the TensorFlow [AAB+15] framework to perform
training of and inference using neural network models. The module supports
the training of arbitrary TensorFlow models, either using standard back-
propagation or model-agnostic meta learning training. Trained models can be
saved and loaded, and the training of models can be resumed to adapt them
using new data. The module also performs standardization (with parameters
determined on the training data and saved along with the model) to ensure
that in- and output feature dimensions are weighted equally in training.

We evaluate different neural network architectures using this system – this
evaluation is presented in Section 6.2.
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Figure 6.4 – Results of a MUSHRA listening test comparison between MLSA
and LPCNet based synthesis for EMG-to-Speech conversion using our low-
latency system on the Block 1 evaluation set of the CSL-EMG Array corpus
audible and silent sessions as well as overall. Boxes indicate top/bottom
quartile, whiskers indicate total range, horizontal bar indicates median. Higher
is better.

6.2 Feature Transformation Approaches

Our EMG-to-Speech feature transformation is implemented using neural
networks. The architecture of the neural network is critical for the system
to function: It needs to be able to learn a good quality statistical mapping,
be robust to noise, work under all conditions that we expect to be present
in EMG data in a live experiment, and training and inference have to be
efficient enough to be performed in a live evaluation setting.

We evaluate several different architectures: A basic feed-forward neural net-
work, a convolutional neural network based EMG-to-Speech conversion (first
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Figure 6.5 – MCD score performance on the EMG-ArraySingle-A-500+ corpus:
Baseline offline EMG-to-Speech conversion system using TD-15 features vs
low-latency C-TD15 DNN based system.

presented in [DFAS18]) and EMG-to-Speech conversion with autoencoder-
based speaker and content embeddings.

6.2.1 Feedforward Neural Networks (DNN)

The feedforward neural network architecture we use in low-latency EMG-to-
Speech conversion is straightforward and adapted from the baseline system.
The main difference to the baseline system is an overall lower input dimension-
ality (due to the use of C-TD15 features instead of TD15 features) and, when
using LPCNet audio features, lower output dimensionality. Figure 6.5 shows
an initial comparison of this system with the baseline (see Section 5.3) offline
system performed on the EMG-ArraySingle-A-500+ corpus, using a frame
size of 30 ms and MLSA synthesis (i.e. targeting MFCC features as the result
of the feature transformation). It can be seen that the ability to perform low
latency EMG-to-Speech conversion comes at the cost of significantly worse
MCD scores (one-tailed t-test, p ¡ 0.05).
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6.2.2 Convolutional Neural Networks (LeNet,
Encoder-Decoder

Compared to feedforward networks, convolutional neural networks (see Sec-
tion 2.5.1 for an introduction to such networks) have several properties that
make them interesting for EMG-to-Speech conversion with array electrodes:

❼ Convolutional kernels are shift invariant. This may help reduce the
influence of electrode position shifts.

❼ The lower number of parameters can improve training performance
on low-data problems. Due to session dependence, EMG-to-Speech
conversion is such a problem.

We evaluate convolutional neural networks for EMG-to-Speech feature trans-
formation by comparing them to our baseline system, using TD15 features
arranged in a 7x4 grid (dropping border channels) for the cheek array, result-
ing in an input tensor with dimensions (7, 4, 155) and 7x1 for the chin array
for an input tensor with dimensions (7, 1, 155). As in the baseline system, the
output layer is a 25 MFCC dimensions.

Network Architectures

We evaluate two different convolutional neural network architectures: One
based on LeNet [LBBH98] and another based on an encoder-decoder struc-
ture [MSY16], both common structures for convolutional neural network. The
hyper-parameters for the architectures presented were empirically tuned on
the held out development data set. Both networks use average pooling instead
of the more common max-pooling – we have found that average pooling seems
to perform better, which we suspect is due to our task being a regression
rather than a classification problem.

The structure of our LeNet-inspired network can be seen in Figure 6.6. It
consists of a feature extractor part composed of three convolutional and two
pooling layers and a regression part consisting of two fully connected layers.
We train the network using the Adam optimizer with a learning rate of 0.003,
β1 of 0.9 and β2 of 0.999.

Our encoder-decoder network employs a broadly similar structure, which
can be seen in Figure 6.7 – a feature extractor, here subdivided into an
encoder and decoder part, followed by a regression part. For training the
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Figure 6.6 – Architecture of the LeNet neural network used in our evaluations.

Figure 6.7 – Architecture of the encoder-decoder neural network used in our
evaluations.

encoder-decoder architecture an Adam optimizer with a learning rate of 0.002,
β1 of 0.9 and β2 of 0.999 was used.

Both architectures were initialized using a He normal initializer [HZRS15].
The mean squared error was used as the loss function for parameter updates,
and both networks were trained until the error on a held out validation set
stopped decreasing.

Evaluation

We compare the LeNet and Encoder-Decoder models both in a within-session
as well as a cross-session (evaluating on a session held out from training)
context, on the extended Speaker 1 data from the EMG-ArraySingle-A-500+
corpus, using the MCD score as the evaluation metric.
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Figure 6.8 – Within-Session Mel-Cepstral distortions for different CNN archi-
tectures.

To evaluate within-session performance, we train on the training set of one
session and evaluate on the evaluation data of the same session. The results of
this evaluation can be seen in Figure 6.8. It can be seen that for this evaluation
mode, the convolutional architectures fail to outperform the Baseline DNN
and perform significantly worse on most sessions (one sided dependent sample
t-test, tested at p < 0.05, both models worse for Small1. Small2 and Large3,
Encoder worse for Large1, other differences not significant). We suspect that
this is because the CNNs strengths do not come into play in this evaluation
mode: Within a session, there is no positional shift of the array, so the DNN
highly tuned model generalizes to the relatively similar test set just as well
as the CNN models.

For the cross-session evaluation, we train our networks on the training data of
all but one session and then evaluate on the evaluation data of the held-out
session. This means that, in effect, we are evaluating on unseen data from
an unseen session. The results of this evaluation can be seen in Figure 6.9.
While the encoder-decoder CNN still does not consistently outperform the
DNN, the LeNet models performance is significantly better than that of the
DNN (one sided dependent sample t-test, tested at p < 0.05).
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Figure 6.9 – Cross-Session Mel-Cepstral distortions for different CNN archi-
tectures.

Note that even the LeNet model is still worse in the cross-session case than
any within-session model – meaning that even with these improvements, the
most promising approach for EMG-to-Speech conversion in general is still to
record within-session training data.

6.2.3 Autoencoder-based speaker and content map-
pings

In Section 5.4.1, we have shown that it is possible to detect speaker identities
from EMG data. One way in which this could be used to support EMG-to-
Speech conversion is by training a model to factor EMG signals into speaker
and content representations. To build such a model, we use an autoencoder – a
model trained to map an input feature vector to itself – and train it to generate
separate embeddings for speech content and speaker from audible speech. We
then train a second model to generate content and speaker embeddings from
EMG. One benefit of this approach is that it enables us to use large speech
data sets (without an EMG signal) to train the output (“decoder”) side of
the network – using more data than we would ordinarily be able to collect
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for one EMG session. Since we require a large number of sessions, with the
same, preferably array-based recording setup for evaluations, we evaluate this
model using array sessions from the EMG-ArraySingle-A-500+ corpus (one
session per speaker) combined with the audible EMG data from the EMG-
Speakalong corpus (with two speakers from the EMG-Speakalong corpus –
Speaker 921 and Speaker 923 – held out from all training and evaluation data
unless otherwise mentioned). For training the speech encoder and decoder,
we additionally mix this data with the data from the VCTK voice conversion
corpus [YVM+19].

Speech Autoencoder Structure and Training

The autoencoder neural network we use has a simple basic structure: The
input features (MFCCs, MFCC deltas and F0s) are first encoded into separate
content and speaker embeddings by two separate encoder networks. These
embeddings are then both used as inputs to a decoder network, that outputs
F0 values and MFCCs. We first train these networks using audible speech
and then freeze the embeddings and decoder and re-train only the encoder
networks to work from EMG data. Hyperparameters such as embedding and
layer sizes were optimized on the development set. Figure 6.10 shows the
overall structure of our autoencoder-based model.
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Figure 6.10 – Structure of our autoencoder-based EMG-to-Speech conversion
model: Audible speech autoencoder (above) and EMG-to-Speech feature trans-
formation model trained using the pre-trained speech autoencoder (below).
Orange arrows indicate how the audible speech autoencoder is used to train
the EMG-to-Speech feature transformation model.
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The training procedure begins by training the audible speech speaker encoder.
The architecture of the encoder follows work by Wan et al. [WWPM18].
Input MFCC+Delta-MFCC+F0-Frames are first passed through a three-
hidden-layer LSTM. After processing one utterance of input data, the encoder
produces the embedding by passing the final LSTM hidden state through a
fully connected layer with linear activation and normalizing it to unit length.
The dimensionality of the fully connected layer (and thus, the embedding) is
128, and the hidden layers use 384 LSTM cells each. The network is trained
using the Generalized End-to-End loss [WWPM18]. This loss is computed by
first calculating the per-speaker centroids of the embeddings (excluding the
utterance itself when comparing it to the true speaker) for all utterances in a
batch and then calculating the mean cosine distance of the embeddings to
these centroids. The distances are then soft-maxed and the final generalized
end to end loss is computed as the cross-entropy loss between the resulting
likelihood vector and a one hot encoding of the true speaker of each utterance.
This has the effect of pulling utterances of the same speaker towards each other
while pushing them away from utterances of other speakers. The audible
speech speaker encoder was trained on the VC using stochastic gradient
descent with a learning rate of 0.02 and mini-batches containing 64 random
slices of 32 consecutive MFCC+F0 frames of 10 speakers each.

After the speaker encoder has been trained, the content encoder and speech
decoder are trained jointly. The content encoder-decoder network broadly
follows a vector-quantized variational autoencoder design, i.e. it is an au-
toencoder where the latent distribution is a set of discrete vectors. The
encoder architecture is modeled after the networks used by van den Oord et
al. [VDOV+17] and uses a 10 layer convolutional neural (with convolution
over the time as well as input dimensions, using time slices of size 32) network
with ReLU activation and skip connections – split into a convolutional stack
with skip connections over the second, fourth and fifth layers, a residual stack
with skip connections between the fifth and ninth as well as fifth and seventh
as well as seventh and ninth layers, and finally a single convolutional layer
with linear activation that downsamples the features to the dimensionality of
the content embedding (64). The inner convolutional layers use 768 filters,
while the embedding layer uses 64. As the final operation, these vectors are
quantized using a codebook (The codebook size was determined using the
development set – see the evaluation presented below) updated during training
– the method used for this will be described below. The decoder network is
split into an MFCC and an F0 part. Each part takes the content and speaker
embeddings and outputs MFCCs or F0s. The architecture of the networks is
similar to that of the content encoder: They are made from a main network
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that uses 9 convolutional layers with ReLU activation and skip connections
over the second, third, fourth and fifth layers and a filter count of 1024 for all
but the last layer, which uses linear activation that downsamples to the output
dimensionality (25 for the MFCCs and 1 for the F0s), followed by separate
post-processing networks for MFCCs and F0 that use five convolutional layers
with 512 (MFCCs) or 128 (F0s) filters before reducing back to the output
dimensionality, tanh activation, batch normalization employed for every layer
and a skip connection over the whole network.

To train the content encoder-decoder network, we use a loss comprised
of multiple different parts: It is the sum of the mean squared error of the
decoder network outputs before and after the post-processing networks and the
commitment loss of the encoder network, calculated as the mean squared error
of the quantization operation (weighted with a factor of 0.25). The codebook
vectors are learned using exponential moving averaging: Each codebook vector
is initialized randomly and then, whenever a pre-quantization feature vector
is assigned to it set to a weighted average of its current value (weighted with
a factor of 0.99) and the pre-quantization vector (weighted with a factor of
0.01). To prevent decoder model from overfitting on specific sequences of
codebook vectors, we employ time jitter regularization [CWBvdO19]: With a
probability of 0.12, each vector in the input sequence is replaced by either
one of its neighbours. We train the joint encoder-decoder network using the
Adam optimizer with a learning rate of 0.0001 and mini-batches of 64 slices
of 32 consecutive speech frames each.

To verify that this approach is able to produce reasonable output, we evaluate
the MCD score for different codebook sizes, using the development set of the
VCTK and EMG-to-Speech audio data. We evaluate the MCD score, voiced
section correlation, voicing error and TLAcc. The results of this evaluation
can be found in Table 6.1. The best scores are obtained for a codebook size
of 1024. They provide an upper bound for the performance the model could
achieve on an EMG-to-Speech conversion task.

Generating Embeddings from EMG

Given a trained speech autoencoder, we replace the encoder parts by encoders
trained on EMG. The weights of the decoder networks are frozen during
this training – they do not need to be retrained, since they have already
been trained to work with the embeddings for the speakers present in our
corpus. To do this, we use the parallel audio data of our EMG training
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F0

Codebook size MCD Voicing error TLAcc

64 7.54 ± 0.45 14.85 ± 5.01 0.69 ± 0.09
128 5.45 ± 0.29 9.07 ± 3.96 0.75 ± 0.07
256 5.16 ± 0.27 7.36 ± 3.08 0.76 ± 0.07
512 5.46 ± 0.33 8.77 ± 3.36 0.76 ± 0.07
1024 4.74 ± 0.23 6.95 ± 3.21 0.78 ± 0.06
2048 5.25 ± 0.31 7.79 ± 3.10 0.77 ± 0.06

Table 6.1 – Results of performing speech autoencoding with different codebook
sizes in terms of mean and standard deviation over speakers of the MCD score
(lower is better), F0 voicing error (lower is better) and TLAcc (higher is better),
on the VCTK and EMG-to-Speech data development sets.

data to generate speaker and content embeddings and then train networks to
generate these embeddings from EMG TD features.

The architectures of the EMG encoder networks are similar to the audible
speech encoder networks. For the EMG speaker encoder, we insert three
convolutional layers (all using batch normalization and ReLU activation, with
filter counts of 256 for the first two and 128 for the final convolutional layer)
before the three-hidden-layer LSTM. The EMG content encoder uses four
convolutional layers (with ReLU activation and 256 filters each) followed
by three fully-connected layers (with 256 neurons and ReLU activation on
the first two and 64 neurons and linear activation on the last). It uses skip
connections over each layer other than the first and last, and uses batch
normalization for every layer in addition to dropout regularization on the
first two fully-connected layers. Both EMG encoder networks are trained
to optimize the mean squared error between the EMG and (pre-trained, as
described above) audible speech encoder network outputs, using an Adam
optimizer with a learning rate of 0.0001 and mini-batches of 128 slices of 32
frames each.

Evaluation

To evaluate the autoencoder model, we first perform EMG-to-Speech con-
version, again with different codebook sizes, of the development set of our
EMG-ArraySingle-A-500+ and EMG-Speakalong corpus development data to
find the ideal codebook size. This evaluation can be found in Table 6.2, for
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F0

Codebook size MCD Voicing error TLAcc

64 7.97 ± 0.69 28.05 ±10.69 0.70 ± 0.11
128 7.16 ± 0.64 27.26 ±10.65 0.71 ± 0.11
256 7.10 ± 0.64 26.78 ±10.70 0.71 ± 0.11
512 7.69 ± 0.70 27.09 ±10.70 0.69 ± 0.11
1024 7.62 ± 0.66 25.57 ±10.69 0.71 ± 0.11
2048 7.79 ± 0.63 24.50 ±10.43 0.71 ± 0.10

Table 6.2 – Results of performing EMG-to-Speech conversion using our
autoencoder-based model in terms of mean and standard deviation over speak-
ers of the MCD score (lower is better), F0 voicing error (lower is better) and
TLAcc (higher is better), on the EMG-to-Speech data development set.

the same codebook sizes as before. We find that, for the EMG based system,
the optimal codebook sizes is lower – 256 entries versus the audible speech
autoencoder systems 1024 – and that quality overall decreases. An explana-
tion for both these effects can be found in the trade-off between the accuracy
of the content code and the difficulty of predicting the correct content code.
As the codebook size increases, the quantization error decreases, but as there
is now a larger number of content codes to pick from, predicting the correct
one becomes more difficult.

We finally use the held-out evaluation data and perform EMG-to-Speech
conversion using the model with the best-performing codebook size. We
compare the results produced using this model to a multi-speaker baseline
model – our baseline DNN model with an additional one-hot vector input
for the speaker ID (including an extra value for unseen speakers), trained on
the EMG-ArraySingle-A-500+ and EMG-Speakalong corpus training data
with TD-15 features as input, using an Adam optimizer with a learning rate
of 0.0001 and a mini-batch size of 1024. Figure 6.11 shows the results of
performing EMG-to-Speech conversion using both the autoencoder-based as
well as the baseline model. It can be seen that, while the autoencoder-based
model is able to perform similarly to the baseline in terms of the F0 metrics
(differences not significant), the baseline model performs better in terms of
MCD score. We also evaluate the ability of the model to convert data from
new speakers. For this, we use the evaluation data of two speakers that, thus
far, have been held out from all evaluations – speakers 921 and 923 from the
EMG-Speakalong corpus. We obtain MCD scores of 7.68 (Speaker 921) and
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Figure 6.11 – Comparison of our multi-speaker baseline and autoencoder-
based model in terms of MCD score (lower is better), voicing error (lower is
better) and TLAcc (higher is better).

7.85 (Speaker 923), compared to 6.94 (Speaker 921) and 7.04 (Speaker 923)
for the baseline multi-speaker model on the same task.

In conclusion, we must note that models with more complex architectures
that are able to incorporate more data, while promising, are currently not
able to deliver state of the art performance in EMG-to-Speech conversion.
Whether this would change if much more parallel EMG and audio data was
available for model training remains to be investigated in future work.

6.3 System Adaptation

To be able to build EMG-to-Speech conversion systems with less data and
time, it would be preferable to adapt a multi-session, multi-speaker base
system to a new speaker instead of training a new system from scratch.
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Additionally, it could be useful to adapt a system within one single session to
make it able to perform better as the signal shifts over time due to changes
in speaker and electrode conditions. We evaluate two adaptation methods for
their potential in EMG-to-Speech conversion: Basic re-training adaptation,
and model-agnostic meta learning based adaptation.

6.3.1 Retraining Adaptation

The procedure for retraining adaptation of neural network models is simple:
Given a pre-trained model and new data that we wish to use to adapt this
model, we simply perform gradient update steps using the existing model
weights as initialization and our adaptation data as training data until the
model has sufficiently re-converged, effectively fine-tuning it with new data.
This process bears the risk of catastrophic forgetting – when a network is
trained on one task and then adapted to perform another, it may forget how
to perform the first task. In our case, since we only want our networks to
perform well on data similar to the adaptation data, this is acceptable.

6.3.2 Model-Agnostic Meta Learning

Model-Agnostic Meta Learning (MAML) [FAL17] is a procedure for training
neural networks in a way that makes them a good basis for retraining adap-
tation (as described above). The MAML method treats different tasks from
the family of tasks that the model should later be adapted to as examples
with which to train the weights of a model in such a way that very few
gradient update steps lead to good performance on different domains. In
each MAML optimization step, the method samples a number of tasks (in
our case, sessions) and performs a back-propagation gradient update of a
copy of the current model using a number of training examples from this task
(effectively, performing one step of adaptation for this task). The MAML
training algorithm then uses the model copies on which the gradient update
has been performed to update the original model using a meta-loss: It updates
the weights such that the loss of the adapted models becomes minimal. In
this way, it directly trains the model so that it can be optimally adapted with
few steps. The actual adaptation is then performed the same way as before:
The model is simply re-trained with training examples from the new session.
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Figure 6.12 – STOI results of performing cross-speaker evaluation of EMG-to-
Speech conversion using our low-latency system. Error bars indicate standard
deviation, higher is better.

6.3.3 Evaluation

While previous work has considered adaptation to a new session from previous
sessions [PWSS19], we evaluate the presented adaptation approaches for the
two modes of adaptation that are relevant for the study presented in Chapter 7:
Adapting a system trained on multiple sessions from different speakers to an
unseen session from a new speaker, and adapting a system trained on training
data of one session to data recorded some time later in that same session,
compensating for signal changes.

Adapting across speakers To gauge the performance of our system when
trying to adapt to a new speaker, we train systems on data from all but
one speaker from the audible EMG set of the CSL-EMG Array corpus. The
results of this evaluation, in terms of the STOI, can be seen in Figure 6.12.
The mean STOI for the system adapted with basic retraining adaptation is
slightly (though not significantly, using a two-tailed t-test and a significance
level of p ¡ 0.05) better than that for the basic system, while the average STOI
for the MAML-adapted system is slightly (though again, not significantly)
lower. A possible reason why the MAML-based adaptation is unable to
improve on basic adaptation could be that it only works well when there are
many different tasks to sample from – which is not the case for our problem
(only 8 speakers with one session each).

Adapting within a session In addition to this, we also test our adap-
tation on within-session data, again using the audible sessions from the
CSL-EMG Array corpus. We adapt a system trained on the Block 1 training
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Figure 6.13 – STOI results of performing cross-block evaluation of EMG-to-
Speech conversion using our low-latency system. Error bars indicate standard
deviation, higher is better.

data of a session with the same sessions adaptation data (Blocks 2 / 4 / 6)
and evaluate on the eval data from the evaluation blocks of the session that
follow each adaptation block (Blocks 3 / 5 / 7). Figure 6.13 shows the results
of this cross-block adaptation evaluation. While both adapted systems obtain
better average scores than the non-adapted systems, the differences are once
again not statistically significant (using a two-tailed t-test and a significance
level of p ¡ 0.05), and the mean STOI for the system adapted with basic
retraining is still better than the system using MAML based adaptation.

6.3.4 Discussion

We have evaluated two adaptation methods – retraining adaptation and
MAML-based adaptation – for two modes of adaptation – adapting to a new
session, and adapting within a session. The results are, overall, weak: The
differences we find do not rise to a statistically significant level. We can
speculate about the causes for this. For cross-speaker adaptation, a likely
reason is the difficulty of the task compared to the relatively low amount
of data. While cross-speaker adaptation in neural network based audible
speech processing is typically performed using background models trained
on multiple hundreds of hours of speech by thousands of different speakers,
our evaluation used much less. The low speaker count may especially impact
MAML-based adaptation: Training a model that can be adapted to a new
task well is difficult if there is only a limited number of tasks to sample from
in training. The adaptation within a session, compensating for time-related
differences within a session, seems to have worked relatively better, though
here, too, basic retraining adaptation results in a better mean STOI. Overall,
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adaptation seems promising, though larger corpora with more speaker variety
may be needed to fully take advantage of it.





Chapter 7

User-in-the-Loop Study

This chapter describes the EMG-to-Speech live feedback study performed
as the culmination of the system design and experiments performed in
this thesis. It describes and motivates the parameters and design of the
study and discusses its results and the implications these results have
for future EMG-to-Speech conversion systems.

7.1 Study Setup

To, finally, evaluate the effects of live audible feedback on the performance of
EMG-to-Speech conversion, we perform a live feedback experiment where the
user is put in a feedback loop with the system: The user speaks silently, and
the silent EMG signals are converted into audible speech, potentially allowing
the user to adjust their articulation depending on system output. We evaluate
two different types of feedback: Simple feedback consisting of speech-power
related speech-like buzz noise (Simple system, prioritizing generating very
accurate system output) and complex feedback consisting of speech (Complex
system, prioritizing generating speech-like output).
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7.1.1 Hardware and Electrodes

As we are evaluating a practical setup that could eventually be used by
non-expert users without expert assistance, we use the array-based electrode
montage (4x8 cheek array, 1x8 chin array, chained differential amplification)
described in detail in Section 4.1.2 for our study. For recording, we use an
OT Bioelletronica Quattrocento multi-channel EMG amplifier with a 10 Hz
high-pass for DC offset removal and a 500 Hz low-pass filter anti-aliasing
filter, sampling at 2048 Hz at a bit depth of 16 bit at an amplification factor
of 150 V/V. Audio is recorded at 16 kHz using a RODE NT-1 condenser
microphone and a Behringer Xenyx 302 audio interface, and the EMG and
audio signals are synchronized using a marker channel.

7.1.2 Software

Both the Simple and Complex system are built using our pipeline framework
– for an overview of the configuration used, refer back to Figure 6.2. It uses
C-TD15 features with a frame size of 32 ms, running EMG normalization
and a feedforward neural network mapping with the structure described in
Section 6.2.1. For the Simple system, the final layer of that network is replaced
with a soft-max layer and the network is trained to optimize the categorical
cross-entropy of the frame based speech power quantized into three levels (As
described in Section 6.1.3). In addition, for the simple feedback the synthesis
module is replaced with the SimpleSynth module. Neural network training
is ran for 350 iterations, and adaptation is ran for 50 iterations, both using
stochastic gradient descent with a learning rate of 0.01 and using momentum,
as described in Section 2.5.1. Feedback audio is output via the recording
computers integrated sound card, and can be recorded back via the audio
interface.

The front-end for our experiments is built using the Qt framework. It consists
of a simple GUI leading through the stages of the experiment and a recording
window. The recording window (see Figure 7.1) contains a label displaying
the utterance prompt, a recording push-to-talk button, controls for going
forward and backward by one utterance. In addition to this, the user interface
includes a signal review window which shows the EMG and audio signals that
are being received from the microphone and EMG amplifier at the current
moment in time.



7.1 Study Setup 121

Figure 7.1 – Recording window of our EMG-to-Speech GUI.

7.1.3 Experiment Structure

The design of our experiment is designed to let us evaluate the effect of
feedback (i.e. potential user-to-system adaptation) both with and without
system-to-user adaptation. The experiment consists of 10 steps: 8 recording
steps, one training step and one adaptation step (both ran in parallel to
recordings). Figure 7.2 shows an overview of the experiment procedure. The
steps are as follows:

Step 1: Record training data - The first step of an experiment session
in our study is recording training data to later train an EMG-to-Speech
feature transformation neural network. We record 250 utterances (en-
glish language, broadcast news domain, subset of the prompts for the
training set of the EMG-ArraySingle-A-500+ corpus) of audibly spoken
parallel EMG and Audio data. EMG and audio features (either LPCNet
or quantized frame-based speech power) are extracted in parallel while
data is recorded so that training can begin immediately after recording
has finished.

Step 2.1: System training - After recording the training data, we start
training an EMG-to-Speech feature transformation neural network. The
network is trained for 350 iterations in parallel with the next three
recording blocks (2.2, 2.3 and 2.4). The training runs in parallel to all
steps labeled 2.x, and is required to finish before step 3 can begin.
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Step 1: Record Training Data

Step 2.1: System training

Step 4: Record silent + feedback evaluation data (adapted)

Step 2.2: Record alignment data

Step 2.3: Record silent evaluation block 1

Step 3.1: Adapt system

Step 5: Record silent evaluation block 2

Step 6: Record latency test data

Step 2.4: Record adaptation data

Step 3.2: Record silent + feedback evaluation data (unadapted)

Figure 7.2 – Procedure of our user in the loop study. Blue arrows (left)
indicate data recorded in a step is being used in another step. Red arrows
(right) indicate system trained in a step is required for another step.

Step 2.2: Record alignment data - Next, we perform an audible record-
ing of the 40 utterance evaluation set (using the same prompts as the
MG-ArraySingle-A-500+ corpus). This data will be used during evalua-
tion for calculating the DTW-MCD score.

Step 2.3: Record silent evaluation block 1 - This block is the initial
evaluation block (“Initial (No Feedback)”). It is used to establish
baseline EMG-to-Speech conversion performance on silent speech. No
feedback is provided during the recording.

Step 2.4: Record adaptation data - This block is, once again, audible
EMG data, same as the training data before. It is used as adaptation
data for the feedback system.

Step 3.1: Adapt system - Immediately after recording the adaptation
data, it is used to adapt the feedback system (adaptation for 60 iter-
ations), in parallel with step 3.2. The training runs in parallel to all
steps labeled 3.x, and is required to finish before step 4 can begin.

Step 3.2: Record silent + feedback evaluation data (unadapted) -
The system trained in step 2.1 is used to perform a recording of silent
speech EMG data with audible feedback (“Feedback”).
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Step 4: Record silent + feedback evaluation data (adapted) -
The system trained in step 2.1 is used to perform a recording of
silent speech EMG data with audible feedback, using an adapted system
(“Feedback (Adapted)”).

Step 5: Record silent evaluation block 2 - The final evaluation block
is once again recorded as silent speech EMG with no feedback. Its
purpose is to test whether the study participant was able to adapt their
behaviour to the system to produce better output and sustain that
adaptation.

Step 6: Record latency test data - We finally record 5 utterances of
audible speech from the training set in the left audio channel and
adapted feedback system output in the right audio channel. This data
can be used to determine the effective latency of our system by finding
the shift that gives the maximum correlation between the two channels.

For the silent speech EMG blocks without feedback, the participant is in-
structed to speak as naturally as possible, while for the blocks with feedback,
the participant is encouraged to use the feedback to adjust their behaviour
to produce output that better matches their speech production. After the
conclusion of the recordings, participants were asked to fill a self-assessment
questionnaire.

7.1.4 Participants

Our study contains data from a total of 6 participants (4 male, 2 female) aged
24 to 56 years. Participants were recorded on a voluntary basis and were not
compensated for participation in the study. One participant (Participant 2)
participated in both a recording with simple feedback and complex (full speech)
feedback (performed on separate days), one (Participant 6) participated in
only a simple feedback recording, and the remaining participants participated
only in a complex (full speech) feedback recording. During the recording with
Participant 5, technical issues resulted in no feedback being emitted during
the adapted-system feedback block – this block has therefore been excluded
from the analysis.
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7.2 Results

Having concluded the study, we can now evaluate what the effects of our
feedback on speech production were, if any. If there was a positive effect, we
would expect a lower DTW-MCD score (indicating higher quality) for when
performing EMG-to-Speech conversion for recordings with feedback compared
to performing EMG-to-Speech conversion for recordings without feedback.
We would additionally expect the EMG signal of recordings where feedback
was present to be more similar to sessions where feedback was not present.
For silent evaluation block 2, we would expect to see these changes being
sustained to some extent, if a learning effect was present.

7.2.1 DTW-MCD

To evaluate our system, we use the DTW-MCD (as described in Section 5.2.1)
score, computed between the EMG-to-Speech output of the block to be
evaluated and the alignment audible speech data from Step 2.2. For the
blocks where speech feedback output was generated, we use the feedback
systems output. For blocks with no feedback, we use the unadapted (Initial
block) and adapted (Final block) feedback system to generate audio output
after the recording has concluded to be able to compare the performance on
non-feedback blocks with the performance on feedback blocks. Similarly, to
evaluate the performance on recordings using the simple feedback, we train
systems as if complex speech feedback had been used and use the output of
these systems for our evaluation.

Figure 7.3 shows the DTW-MCD scores obtained for the simple feedback
recordings, while Figure 7.4 shows the results for complex (speech) feedback
recordings.

For the simple feedback, there is a significant improvement of participant
2s performance between the initial silent recording, and the recording with
feedback, though the same does not hold for the final recording and the
adapted feedback block. For participant 6, there is no significant difference
between feedback and non-feedback blocks using the same system (all tests:
related sample t-test, p < 0.05, corrected for multiple comparisons).

For the complex feedback recordings, a similar picture emerges for participant
1 and 2: The performance on feedback blocks is significantly improved for
both the adapted and unadapted system for participant 1, and for the adapted
system feedback for participant 2. For the remaining participants, feedback



7.2 Results 125

Figure 7.3 – DTW-MCD scores for EMG-to-Speech conversion performed
on the recordings using simple feedback. Lower is better, error bars indicate
standard deviation.

Figure 7.4 – DTW-MCD scores for EMG-to-Speech conversion performed on
the recordings using complex (speech) feedback. Lower is better, error bars
indicate standard deviation.
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block performance did either not differ significantly from the associated non-
feedback block, or was significantly worse (unadapted systems for participants
3 and 4, all tests: related sample t-test, p < 0.05, corrected for multiple
comparisons). We can also see that there are large differences between
participants: The scores for participant 1 and 2 are, across all blocks, much
lower than those for the remaining participants.

7.2.2 Power Spectral Density

We compare the EMG signals recorded during different steps of our study by
calculating the mean power spectral density (PSD) for each speaker and step
using Welchs method [Wel67]. The results of this evaluation can be seen in
Figure 7.5.

For participants 1, 2 and 4, we see a large difference between the overall
energy in the training data versus all other blocks. Interestingly, for these
participants, the audible EMG adaptation data recorded in step 2.4 shows a
relatively low overall energy. A possible explanation for this is fatigue causing
participants to articulate with less effort – as in the PSD evaluation of the
CSL-EMG-Speak-Along Corpus (see Section 4.3.2), we compare halves of the
audible EMG from step 1 and find that the energy decreases from the first
half of the audible EMG training data to the second half. For the remaining
two speakers, we see a different picture. The EMG PSD of participant 3
is much more consistent than that of the remaining speakers. This may be
due to a conscious effort by the speaker, who reported on the self-assessment
questionnaire (for details on the questionnaire, see subsection 7.2.3) to have
made a strong effort to get “good feedback from the system”. Finally, for
participant 5, who reported being an experienced speaker and who has had
previous experience producing silent speech, the PSD for audible EMG from
step 1 and silent EMG from step 2.3 seem similar as well. Unfortunately, the
similarity in PSD did not translate to better EMG-to-Speech performance for
either participant 3 or 5. Additionally, the overall energy of the adaptation
session is much higher. Though the origin of this difference is not clear (there
are no obvious artifacts present in the EMG signal), the difference in EMG
could help explain the difficulties in obtaining a usable adapted system for
participant 5.
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Figure 7.5 – PSDs of the EMG signals of user-in-the-loop study participants,
separated by recording step.

7.2.3 Self-Assessment

To assess the participants subjective experience using our system, we use
a self-assessment survey presented to participants after the conclusion of a
recording session. Participants were asked to rate their agreement with several
statements about the session on a 5 point Likert scale, with 1 point being low
agreement (“disagree completely”) and 5 points being full agreement (“agree
completely”). Figure 7.6 shows a summary overview of the questions and
responses. The statements fall into four categories: Output quality, control
over the system, latency of the output and user experience.

Output quality: To evaluate how output quality of the complex feedback
system was perceived, we asked participants using the complex feedback
system whether they thought the output was intelligible (Q1, Mean
agreement: 1.4 points) and whether it matched what they had said
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(Q2, Mean agreement: 2.75 points). Interestingly, Participant 1 and 2,
who had both better scores overall and significant improvements with
feedback, gave higher scores on both questions (Mean agreement of 2
for the first and 3 for the second question) than the other participants
(Mean agreement of 1 for the first and 1.33 for the second question,
respectively).

Control: Independent of speech quality, participants were asked to rate
whether they felt that they could control the system well (Q3). For
the systems using simple feedback, the mean agreement was 3.5 points,
whereas for the complex system, it was 2.2 points. Here, we once again,
we find a large difference between participants 1 and 2 (Mean agreement
of 3.5) and the other participants (Mean agreement of 1.33 points).

Latency: Participants were asked whether they felt that the system out-
put was generated without delay (Q4). The mean agreement with
this statement was high at 4.4 points for the complex feedback and 5
points for the simple feedback. We additionally perform a signal-based
estimation of the lag. Since we need a good match between system
output and produced speech if we want to avoid noise dominating our
estimate, we use the data recorded in step 6 from the participants
for which conversion yielded good quality output – Participants 1 and
2. We calculate the offset that maximizes a correlation of the audio
envelopes of the original audible signal and converted signal power
(calculated with a 1 ms frame shift), resulting in an estimated median
latency of ∼15.6 ms for Participant 1 and ∼13.1 ms for Participant 2
(Overall median 15.5 ms). While it should be noted that the quality of
the results introduces large amounts of jitter into our latency estimate
(estimated latencies vary between ∼11.0 ms and 40.6 ms), the result
matches our users perception of the output having little to no delay.
Additionally, even the high estimate of 40.6 ms is still below the limit
of 50 ms after which delayed feedback would start to cause an increased
rate of disfluencies [SKRL02].

User experience: Participants were asked to rate whether they felt that
the feedback made silent speaking easier (Q5, Mean agreement: 3.2
points on complex feedback, 4 points on simple), whether it made
silent speaking more pleasant (Q6, Mean agreement: 3 points complex
feedback, 4 points simple), whether they thought it improved their
ability to speak silently (Q7, Mean agreement: 2.4 points complex
feedback, 4 simple), and whether they thought they had learned to use
the system better during use (Q8, Mean agreement 2.6 points complex
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Users were asked to rate their

agreement with the following

statements from 1 (completely

disagree) to 5 (completely agree):

Q1 Speech output was intelligible.

Q2 Speech output matched what

I said.

Q3 System output was easy to

control.

Q4 System output happened

without latency.

Q5 Feedback made silent

speaking easier.

Q6 Feedback made silent more

pleasant.

Q7 Feedback improved my ability

to speak silently.

Q8 I learned to use the system

better during the recording.

Figure 7.6 – Bubble strip plot of responses to our user questionnaire. Area
of bubble and number in bubble indicate number of responses. Questions 1
and 2 omitted for simple feedback system (not applicable).

feedback, 4 points simple). Overall, we again see higher agreement for
better performing sessions.

7.3 Discussion

Overall, the result that is most clear from our study is that EMG-to-Speech
conversion under conditions approaching “real-world” usage is still extremely
inconsistent. While we were able to train systems that worked well for three
of the recording sessions, the results for the three other recording sessions
were not satisfactory. This may be in part due to differences between speakers,
but also due to the large variation in signals and signal quality that should
be expected when recording EMG data in an out of the lab setting. Even
for the better sessions, the speech feedback output, while broadly matching
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the participants speech intentions, was not intelligible speech. However,
encouragingly, for the three participants with better results, both the DTW-
MCD score and the subjective evaluation show feedback – both the simple and
complex versions – improving performance. Additionally, these participants
also felt that their control of the system improved through use – however, we
were not able to verify this using our objective evaluation. There are several
possible explanations for this: It is possible that the DTW being an imperfect
evaluation metric smooths over an actual effect that may or may not emerge
on a much larger sample, that artifacts or shifts in the signal in the later
blocks counteracts the learning effect, or that despite users believing that
they improved over time, there is no effect.

Finally, latency is clearly low enough that output was perceived as having
very little or no delay by our participants, and our signal-based evaluation
provides additional evidence that our system is able to output data with a
latency well below 50 ms.



Chapter 8

Conclusion

This chapter summarizes the work shown in this dissertation. It presents
the key results and takeaways and provides an outlook on potential future
applications and avenues for further research.

8.1 Summary of Results

In this dissertation, we’ve presented different approaches to advancing EMG-
to-Speech conversion closer to practical, out of the lab settings. We have
specifically established for the first time solutions to the following problems:

Real-time low-latency EMG-to-Speech conversion: We have built a
system that allows for very low latency EMG-to-Speech conversion.
The system is based on a new framework that allows us to flexibly
construct EMG-to-Speech conversion systems using different modules
for feature extraction, feature transformation and synthesis, which
allows for flexible iteration and experimentation. The system is built
to take advantage of multi-processing to allow for high throughput
even when some operations are computationally expensive, and flexible
enough to easily allow for the real-time processing of biosignals other
than speech EMG. We have implemented and evaluated modules for
this system that allow for very low latency EMG-to-Speech conversion,
including a new causal EMG feature set (C-TD15 features). We’ve also
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introduced a method for EMG signal normalization that greatly lessens
the impact of time-correlated drift in the makeup of the signal.

Online EMG-to-Speech conversion in practice: We’ve performed eval-
uations to determine good hyperparameters for online EMG-to-Speech
conversion feature transformation models. To this end, we have evalu-
ated many new conversion approaches, including methods based on con-
volutional neural networks and autoencoders as well as neural network
adaptation with and without model-agnostic meta learning. We have
recorded several new data corpora (CSL-EMG-Words-CVVC, EMG-
Speakalong, CSL-EMG Array) to better evaluate different aspects of
EMG-to-Speech conversion, including one corpus (The CSL-EMG Array
corpus) that allows for a realistic evaluation of online EMG-to-Speech
conversion performance in practice and of within-session as well as
between-session adaptation. We have made this corpus as well as our
evaluations available as an open access data corpus to foster further
innovation in the field.

Neural vocoding for EMG-to-Speech conversion: We have evaluated
different means of representing audio and performing synthesis in the
context of EMG-to-Speech conversion, including a real-time low-latency
capable neural vocoder (LPCNet). In doing so, we have found that
while there was no significant improvement in terms of STOI, human
listeners express a clear preference for the LPCNet vocoder compared
to MLSA. We also implemented and tested a simple frame-power-based
method that only generates buzzing feedback, but presents an easier
machine learning problem.

New evaluation metric: We’ve introduced the TLAcc a method to better
compare F0 trajectories of two pieces of speech for similarity, and
evaluated this method using human listening tests, finding that it
showed better correlation with human ratings than other common F0

evaluation measures.

Silent EMG vs. audible EMG and the effect of feedback: We have
evaluated different methods for improving the performance of EMG-
to-Speech conversion on silent speech EMG data. We’ve evaluated
a speak-along approach to generating parallel EMG and Audio data
that can be used for system training and evaluation. We’ve found this
approach to be viable for training systems for speakers that cannot
produce audible speech anymore. Finally, we have performed a live
feedback study, using both simplified as well as complex (full speech) to
determine what the effect, if any, of audible feedback on EMG-to-Speech.
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While we were unable to confirm the existence of a learning effect that
persists past the presence of feedback, we have found limited evidence
in support of the hypothesis that the presence of feedback improves
EMG-to-Speech conversion quality – but only for participants for whom
an EMG-to-Speech conversion system was able to produce output that
the participants could control well.

8.2 Outlook on Potential Future Research

EMG-to-Speech conversion remains a difficult and elusive research problem.
While we have succeeded in challenging work towards building more practical
EMG-to-Speech conversion systems, there still remains much to be done, and
many of our results suggest that it might be best reconsider some of the
decisions made earlier.

Carefully constructed electrode montages: Our feedback study has
shown that consistency is a large problem especially in an online setting.
While array EMG electrodes are superior to single electrode montages
in convenience, in practice, they often have channel detachments during
recording, more variability in position relative to muscles between speak-
ers, and use smaller electrode surfaces. Approaches that use carefully
chosen electrode positions, with electrodes possibly integrated into a
mask harness, might be able to deliver much more consistent results.

Large data sets and multi-speaker systems: In many fields that work
with machine learning, the greatest improvements have not come from
building better algorithms, but from simply giving clever enough al-
gorithms vast amounts of data to work with. Both the autoencoder
based method we evaluated for building multi-speaker systems as well
as the model agnostic meta-learning method we have evaluated for
building speaker-adaptive systems generally perform best when a very
large and varied training set is available. It may be worth performing a
large number of recordings with many different speakers to see if this
holds true for our problem – and with the CSL-EMG Array recording
procedure we have laid groundwork that could inform such recordings.

Improvements in recording technology: EMG recording technology
continues to improve. While all our recordings were performed using
a desktop EMG amplifier, portable amplifiers that may be capable
enough to be used in EMG-to-Speech conversion have now become
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commercially available. The utility of such devices in EMG-to-Speech
conversion should be thoroughly investigated. Another avenue for
hardware improvement might be to use EMG together with other signal
modalities such as ultrasound, microwave radar or permanent magnet
articulography to capture a broader view of the speech production
process.

8.3 Closing Remarks

While we have made EMG-to-Speech conversion capable of running in real
time and with low latency for the first time – opening up new avenues for
research – much work remains to be done before practical usage of EMG-to-
Speech conversion in a realistic setting with intelligible output can become
a reality. We hope that the results presented as part of this dissertation of
moving the field of EMG-to-Speech conversion further towards this goal.
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audible EMG EMG recorded during audible (modal) speech.. 53, 87–90,
100, 107, 115, 120, 124, 130
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representation.. 2–4, 6, 76
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feature transformation The computation of audio features from EMG
features.. 36, 70, 97, 100, 101, 103, 104, 119

modal speech “Normal” audible acoustic speech – the way healthy individ-
uals produce speech when not specifically prompted to speak in any
other way.. 23

silent operation Operating on a biosignal recorded during speech produc-
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biosignals recorded during modal speech.. 6, 23, 44

silent speech Speech produced without an audible acoustic component, i.e.
“mouthing” words.. 23, 44, 63, 120, 121

Silent Speech Interface SSI, A speech interface that continues to function
even when an acoustic audible signal is not present.. 2, 3, 6, 23, 49

silent EMG EMG recorded during silent speech.. 64, 87, 88, 100, 117, 124,
130
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[PWSS19] Krsto Proroković, Michael Wand, Tanja Schultz, and Jürgen
Schmidhuber. Adaptation of an emg-based speech recognizer
via meta-learning. In 2019 IEEE Global Conference on Signal
and Information Processing (GlobalSIP), pages 1–5. IEEE,
2019.

[QZC+19] Kaizhi Qian, Yang Zhang, Shiyu Chang, Xuesong Yang, and
Mark Hasegawa-Johnson. AutoVC: Zero-shot voice style trans-
fer with only autoencoder loss. volume 97 of Proceedings of
Machine Learning Research, pages 5210–5219, Long Beach,
California, USA, 09–15 Jun 2019. PMLR.

[RG11] Lee Ann Remington and Denise Goodwin. Clinical anatomy
of the visual system E-Book. Elsevier Health Sciences, 2011.

[SAD+19] Tanja Schultz, Miguel Angrick, Lorenz Diener, Dennis Küster,
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